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Abstract 

Plagiarism poses a significant challenge in academic circle, as individuals frequently pass off internet 
content as their own without proper attribution. Traditional detection methods, reliant on established 
databases, falter when the source material is absent. Author profiling emerges as a crucial tool, analyzing 
collective language patterns to discern traits like gender, age, native language, and personality. This paper 
focuses on leveraging personality traits for both plagiarism detection and author profiling. Employing 
machine learning, particularly ensemble methods, offers promising solutions to these intricate challenges. 
A dataset of 67 technical research papers, annotated with OCEAN personality traits and plagiarism 
percentages, underwent preprocessing including outlier detection and normalization. Ensemble 
techniques, like Extended Gradient Boosting Regressor, Bagging Regressor, Gradient Regressor and 
AdaBoost Regressor, were applied as base models, with Random Forest Regressor serving as the meta 
model. Findings reveal notable RMSE values: 0.29 for stacking, 0.93 for averaging, and 2.39 for max voting. 
Comparison with non-ensemble methods underscores the effectiveness of ensemble learning, notably with 
Random Forest Regressor achieving a commendable RMSE of 0.29 post-training. Novelty lies in 
integrating plagiarism detection with personality-based author profiling, providing a comprehensive 
approach for tackling academic misconduct. By melding machine learning with personality insights, novel 
avenues for improving detection accuracy emerge. Moreover, ensemble methods enhance the robustness 
of the approach, showcasing innovative strategies for maintaining academic integrity. This study's findings, 
integrating plagiarism detection with personality-based author profiling, promise to enhance academic 
integrity and scholarly conduct, offering valuable insights for refining detection tools and informing decision-
making in diverse domains. 

Keyword: Plagiarism Detection, Author Profiling, Personality Traits, Machine Learning, Ensemble 
Methods. 

 
INTRODUCTION 

The prevalence of plagiarism [1], [2], [3] poses a significant challenge in academic [4], [5] 
and professional settings, undermining the integrity of scholarly work and the credibility 
of authors. Traditional tools [6] of plagiarism detection often rely on matching text against 
existing databases, which can be limited in cases where the source material is not readily 
available. To address these shortcomings, there is a growing interest in exploring 
innovative approaches that go beyond simple text matching. Author profiling [7], [8], 
which examines the collective language usage patterns of individuals, has emerged as a 
promising avenue for enhancing plagiarism detection capabilities. 

This paper delves into the intersection of author profiling and plagiarism detection, with a 
specific focus on leveraging personality traits [9], [10] and ensemble methods [11], [12], 
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[13] to bolster detection accuracy. By analyzing not only the textual content but also the 
underlying characteristics of authors, such openness, consciousness, extraversion, 
agreeableness and Neuroticism or Emotional Range [14], [15] , we aim to develop a more 
comprehensive understanding of authorship patterns. Furthermore, by harnessing the 
power of ensemble methods in machine learning, we seek to enhance the robustness 
and effectiveness of our detection approach. 

In this exploration, we embark on a journey to investigate how personality traits can serve 
as valuable markers in identifying plagiarized content and attributing authorship. By 
assembling a diverse dataset of technical research papers annotated with personality 
traits and plagiarism indicators, we conduct a series of experiments to evaluate the 
efficacy of ensemble methods in this context. Through our findings, we seek to not only 
advance the field of plagiarism detection but also shed light on the broader implications 
of author profiling in understanding and addressing academic misconduct. 

This study represents a step towards a more nuanced and sophisticated approach to 
plagiarism detection, one that takes into account the multifaceted nature of authorship 
and language usage. As we navigate through the intricacies of author profiling and 
ensemble methods, we explored innovative strategies for upholding academic integrity 
and fostering responsible scholarly conduct. 
 
LITERATURE SURVEY 

The work of P. Mahbub et al.[16], identified source code segment authorship for various 
applications like plagiarism detection and digital forensics. Traditional methods struggle 
with code segments authored by multiple individuals. A recent approach proposes a 
stacking ensemble classifier integrating deep neural networks, random forests, and 
SVMs to address this challenge. Compared to single-author methods, this approach 
shows promising accuracy for multi-authored segments. It utilizes a small set of 
language-independent code metrics but requires further refinement. Language 
independence is a strength, though evaluation has focused on Python. Future work could 
explore metric sets across languages. Challenges include selecting base estimators and 
fine-tuning multiple classifiers. Overcoming these is crucial for enhancing accuracy in 
multi-author scenarios. 

Muhammad Sajid Maqbool et al. [17], investigated cross-lingual plagiarism detection of 
digital data in multiple languages. This method proposes using machine learning 
algorithms, particularly ensemble methods, to detect plagiarism across languages, 
focusing on the Urdu-English language pair. Evaluation using the CLPD-UE-19 corpus 
shows promising results, with stacking achieving the highest accuracy at 96%. Detecting 
plagiarism across languages is challenging due to linguistic differences, but ensemble 
ML techniques like voting and stacking show superior performance in text classification. 
Future research could explore leveraging multiple translators and expanding the corpus 
for further fine-tuning in cross-lingual plagiarism detection. 

Eivind Strøm[18] , introduces a solution to the PAN 2021 shared task on style change 
detection, addressing three sub-tasks through a pragmatic approach involving binary 

https://ieeexplore.ieee.org/author/37088345827
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classification and a custom stacking ensemble framework. Results show strong 
performance across tasks, with the solution outperforming competitors in single- and 
multi-author classification. While successful, opportunities for further research include 
identifying additional features and refining multi-label classification techniques. 

The work of Todd Zhou et al. [19], applied machine learning to detect cheating in large-
scale assessments, mainly focusing on item responses and response times. However, 
there's been limited exploration of data augmentation within this context. This study fills 
this gap by investigating data augmentation in the feature space for cheating detection 
using blending ensemble learning. Four anomaly detection techniques augment the 
meta-model's input data, improving cheating detection accuracy significantly compared 
to alternative methods. 

M. Gullu et al. [20], focuses on automatically detecting authors from Turkish texts using 
machine learning. It combines natural language processing for feature extraction, Genetic 
Algorithms and Bagging for feature selection, and Bagging Algorithm with five classifiers 
for model creation. Despite a large number of authors, it achieves 89% accuracy, 
surpassing similar studies. The combination of Genetic Algorithms and Bagging in feature 
selection enhances accuracy by 8%. Future research could address limitations such as 
low author diversity and limited text data. 

D. Kopev et al. [21], presents a supervised approach to detecting style changes in text 
documents, achieving success in predicting style changes and identifying their positions. 
By combining TF.IDF representation with engineered features and employing an 
ensemble of classifiers, including SVM, Random Forest, AdaBoost, MLP, and LightGBM, 
the study's approach powered the winning system for the PAN@CLEF 2018 task on Style 
Change Detection. Recursive application of the model aids in pinpointing exact style 
breach positions. The study highlights the potential for further improvement through 
training on varied text lengths, tuning for imbalanced classes, and exploring features 
based on author-specific linguistic structures. 

Stamatatos et al. [22], presents an overview of the PAN/CLEF evaluation lab, a leading 
platform in text mining research focusing on identifying personal traits of authors in texts. 
PAN 2015 introduced tasks such as plagiarism detection, author identification, and author 
profiling, featuring novel approaches like community-driven corpus construction and 
cross-topic author verification. The lab attracted a large number of global teams, 
advancing the state-of-the-art in text mining through the development of new corpora and 
evaluation results. The PAN framework ensures continuity and progress by repeating 
basic tasks while introducing variations each year, fostering methodological refinement 
and collaboration among researchers. The requirement for software submissions 
evaluated within the TIRA platform enhances credibility and reproducibility of results. 

Jesus Serrano-Guerrero et al. [23], investigates a growing interest in leveraging social 
media text for personality recognition, with studies demonstrating the predictive power of 
linguistic features and deep learning models. Recent research has focused on ensemble 
methods, combining classic machine learning and deep learning algorithms, to improve 
accuracy. The proposed stacked ensemble framework integrates diverse algorithms and 
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features, achieving superior performance compared to individual approaches. Future 
work may explore transformer-based models for enhanced contextual understanding. 
Overall, the literature underscores the potential of ensemble approaches in personality 
recognition from social media texts. 

Majid Ramezani et al [24], explores how human communication shifts, especially through 
the internet and social media, impacting personality analysis. It introduces five new 
methods for Automatic Personality Prediction (APP) from text data, combining them 
through ensemble modeling to enhance accuracy.  

Results indicate the effectiveness of ensemble modeling. The research aims to automate 
personality analysis, leading to future investigations into the link between personality and 
various behaviors. It also suggests potential for Automatic Personality Generation (APG) 
research once APP achieves acceptable performance. 

Muntasir Hoq et al. [25], develops an explainable model using programming assignment 
data to predict final exam grades. SHAP is employed to explain predictions, and mixture 
models identify student profiles. Results show the model's superiority over other ML 
methods. Future research includes early prediction using sequential assignment data, 
investigating problem-solving strategies for assignments of varying difficulties, exploring 
more complex student profiles, and detecting plagiarism and cheating. 

The existing methods for plagiarism detection in academic circles are limited in their 
effectiveness when the source material is unavailable, leading to a gap in ensuring 
academic integrity. This study aims to address this gap by leveraging personality traits 
for both plagiarism detection and author profiling, utilizing machine learning techniques, 
particularly ensemble methods, to enhance accuracy and robustness.  

The play involves employing ensemble machine learning techniques, including Extended 
Gradient Boosting Regressor, Bagging Regressor, Gradient Regressor, and AdaBoost 
Regressor as base models, with Random Forest Regressor serving as the meta-model. 
These models are trained on a dataset consisting of technical research papers annotated 
with OCEAN personality traits and plagiarism percentages. Preprocessing steps, such as 
outlier detection and normalization, are performed on the dataset to ensure quality and 
consistency. 

Using ensemble methods, including Gradient Boosting, Bagging, and AdaBoost, with 
Random Forest as the meta-model, the study trains on a dataset of annotated research 
papers. By integrating personality traits into the analysis, the approach aims to improve 
detection accuracy and mitigate academic misconduct. 
 
METHODOLOGY 

This manuscript introduces methodology for plagiarism detection using feature extraction 
based on the OCEAN Big Five personality traits and training the model using a stacking 
ensemble method with various regression algorithms. Framework for plagiarism 
detection system using author profiling based on big five personality traits and stacking 
ensemble method as illustrate in figure 1. 
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Figure 1: Framework for Plagiarism Detection System using Author Profiling 
based on Big Five Personality Traits and Stacking Ensemble Method 

The study's dataset was constructed by compiling 67 technical papers using URKUND, 
a popular plagiarism detection software recognized for its accurate similarity assessment. 
URKUND is widely trusted among scholars for its effectiveness in detecting plagiarism. 
To extract the Big Five personality traits from these papers, we utilized the IBM Watson 
Personality Insights API, a renowned tool in the industry known for its reliable personality 
analysis capabilities. From the IBM Watson API, we gathered five features (OCEAN) 
along with the plagiarism percentage obtained from URKUND software. Subsequently, 
the datasets were merged, resulting in a comprehensive dataset consisting of 67 
instances, with 40 categorized as plagiarized and 27 as original. 

Data preprocessing is a crucial step in refining raw data for analysis by cleansing, 
transforming, and organizing it to augment its quality. In this study, outlier detection was 
conducted, and outliers were replaced using the Winsorizer method, which substitutes 
extreme values with the 95th percentile for upper outliers and the 5th percentile for lower 
outliers. Subsequently, feature selection was performed by eliminating "PaperName" and 
"Doc_id," which are unnecessary for subsequent analysis. Following this, Z-score 
normalization was applied for scaling. With these steps completed, our data is now 
primed for analysis. Cleaned data consistently yield superior results, underscoring the 
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importance of preprocessing in enhancing machine learning model performance. 
Ultimately, data preprocessing lays the groundwork to ensure that the data utilized for 
analysis is dependable and well-suited for its intended purpose. 

Stacking Ensemble Method: The stacking ensemble method, also known as stacked 
generalization, is a powerful technique in machine learning where multiple diverse base 
models are trained to make predictions on the same dataset. Instead of directly 
combining the predictions of these base models, a meta-model is trained on the 
predictions made by the base models. This meta-model learns how to best combine the 
predictions of the base models, often leading to improved predictive performance 
compared to any individual base model. 

The process typically involves splitting the training data into multiple folds, where each 
fold is used to train different base models. Then, the base models make predictions on a 
validation set or the remaining folds. These predictions serve as input features for training 
the meta-model. Once the meta-model is trained, it can be used to make predictions on 
new, unseen data. In this study, we employed Extended Gradient Boosting Regressor 
(XGB), Bagging Regressor (Bagging), Gradient Boost Regressor (GB), and AdaBoost 
Regressor (AdB) as base models, while Random Forest Regressor (RF) was chosen as 
the meta-model. Various combinations of algorithms were explored, but ultimately, the 
aforementioned base models and meta-model yielded superior results in our analysis. 

Evaluation Metrics: In the context of detecting plagiarism using author profiling based on 
Big Five personality traits and employing a stacking regression ensemble method, 
evaluation metrics play a crucial role in assessing the performance and efficacy of the 
model. In this study, we have used RMSE.  

RMSE measures the square root of the average squared difference between predicted 
and actual values. In the context of regression-based plagiarism detection using author 
profiling, RMSE can evaluate the accuracy of predicted plagiarized score based on Big 
Five personality trait. 

Equation 1 represent the formula for Root Mean Squared Error (RMSE): 

 
RMSE = √

1

𝑛
∑ (𝑦𝑖  −  �̂�𝑖) 2𝑛

𝑖=1  
… (1) 

Where, 

n is number of observations. 

𝑦𝑖 represents the actual values. 

�̂�𝑖 represents the predicted values. 
 
RESULTS AND DISCUSSION 

In this study, we compiled a dataset comprising 67 technical research papers with 
OCEAN factors. The description of the plagiarism detection dataset is presented in Table 
1, while Table 2 provides a statistical analysis of the data. 
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Table 1: Description of Plagiarism Detection Dataset 

S.N. Features Description 

1 O Value of Openness as per author 

2 C Value of conscientiousness as per author 

3 I/E Introvert/ Extrovert value 

4 Emotional range Emotional range as per author 

5 A Agreeableness as per author 

6 Plagiarism % Plagiarism Percentage 

Table 2: Statistical Description of Data Set 

Features count mean std min 25% 50% 

O 67.00 97.73 7.83 40.00 98.00 100.00 

C 67.00 46.01 14.08 10.00 36.50 46.00 

I_E 67.00 42.30 16.00 7.00 31.00 41.00 

Emotional_range 67.00 47.81 28.45 0.00 25.50 49.00 

A 67.00 2.03 3.28 0.00 0.00 1.00 

Plagiarism% 67.00 21.22 27.78 0.00 3.00 8.00 

Ensemble Method: In our dataset, which consists of 67 technical papers and 5 features 
representing OCEAN traits, we partitioned the data into training and testing sets, utilizing 
an 80-20% split. Following preprocessing steps, we employed ensemble techniques to 
enhance our predictive performance. Specifically, we evaluated three ensemble 
methods: averaging, max voting, and stacking, for comparative analysis. 

We incorporated five regression algorithms in our ensemble approach: Random Forest 
Regressor (RF), AdaBoost Regressor (AdB), Extended Gradient Boosting Regressor 
(XGB), Gradient Boosting Regressor (GB), and Bagging Regressor (Bagging). All four 
algorithms served as base models, with Random Forest Regressor employed as the 
meta-model. 

Exploring a total of 26 combinations across these algorithms, our analysis revealed that 
the stacking method outperformed the averaging and max voting methods, yielding an 
outstanding RMSE of 0.29. In contrast, the averaging method resulted in an RMSE of 
0.93, while the max voting method showed an RMSE of 2.39. 

For a comprehensive overview of our findings, please refer to Table 3. Additionally, a 
graphical representation of the comparison can be found in Figure 2. 

Table 3: Results for Averaging, Max Voting and Stacking Ensemble Method 

Model Method RMSE Time in seconds 

RF+AdB+XGB+GB+Bagging Averaging 0.93 0.12 

RF+AdB+XGB+GB+Bagging Max Voting 2.39 0.11 

RF+AdB Stacking 0.72 0.13 

RF+XGB Stacking 0.40 0.21 

RF+GB Stacking 0.42 0.12 

RF+Bagging Stacking 0.40 0.20 

AdB+XGB Stacking 0.50 0.18 

ADB+GB Stacking 0.48 0.09 

ADB+Bagging Stacking 0.43 0.09 
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XGB+GB Stacking 0.47 0.12 

XGB+Bagging Stacking 0.70 0.13 

GB+Bagging Stacking 0.75 0.07 

RF+AdB+XGB Stacking 0.56 0.20 

RF+AdB+GB Stacking 0.49 0.12 

RF+AdB+Bagging Stacking 0.52 0.15 

RF+XGB+GB Stacking 0.31 0.19 

RF+XGB+Bagging Stacking 0.51 0.21 

RF+GB+Bagging Stacking 0.53 0.13 

AdB+XGB+GB Stacking 0.59 0.18 

AdB+XGB+Bagging Stacking 0.58 0.13 

AdB+GB+Bagging Stacking 0.64 0.08 

XGB+GB+Bagging Stacking 0.52 0.15 

RF+AdB+XGB+GB Stacking 0.45 0.19 

RF+AdB+XGB+Bagging Stacking 0.43 0.21 

RF+AdB+GB+Bagging Stacking 0.61 0.15 

RF+XGB+GB+Bagging Stacking 0.67 0.21 

ADB+XGB+GB+Bagging Stacking 0.29 0.19 

RF+AdB+XGB+GB+Bagging Stacking 0.58 0.28 

 

 

Figure 2: Comparison between Averaging, Max Voting and Stacking Ensemble 
Method 

The results demonstrate that stacking outperforms both max voting and averaging in 
terms of the root mean square error (RMSE). The exceptional performance of stacking in 
this scenario highlights its capacity to masterfully blend predictions from base models, 
navigate data complexity, address model biases, and elevate generalization. These 
attributes collectively position stacking as a robust ensemble method that frequently 
surpasses the efficacy of more straightforward techniques like averaging and max voting. 
 
CONCLUSION  

This study proposes a novel approach to combating plagiarism by integrating personality-
based author profiling with machine learning techniques. By leveraging ensemble 
methods, such as Random Forest Regressor, Extended Gradient Boosting Regressor, 
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Bagging Regressor, Gradient Regressor and AdaBoost Regressor, the study achieves 
significant improvements in detection accuracy. Results indicate that stacking ensemble 
outperforms traditional methods, with a notable RMSE value of 0.29. This innovative 
approach promises to enhance academic integrity and scholarly conduct by providing 
comprehensive detection tools informed by personality insights. The study's findings offer 
valuable insights for refining detection algorithms and promoting ethical behavior across 
academic domains. 
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