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Abstract  

Network Intrusion Detection Systems (NIDS) are vital in safeguarding computer networks from cyber 
threats. However, designing an effective NIDS configuration involves optimizing multiple objectives, often 
leading to suboptimal solutions. This paper presents an innovative approach combining two powerful 
optimization methods, the Whale Optimization Algorithm (WOA) and Simulated Annealing (SA), for feature 
selection for NIDS. Our proposed WOA-SA methodology aims to achieve superior results by balancing 
global exploration and local improvement capabilities. Additionally, Deep Learning (DL) techniques are 
integrated to enhance feature extraction and classification accuracy for zero-day and new types of attacks 
with optimal DL models. This paper provides a detailed exposition of WOA-SA for feature selection and its 
practical application to NIDS optimization. This paper aims to achieve the maximum detection rate for zero-
day attacks while reducing the false alarm rate (FAR) and reducing computational complexity. The 
comprehensive analysis of DL different approaches such as Long Short-term Memory, Convolutional 
Neural Networks, Recurrent Neural Networks, and Deep Neural Networks was carried out on the original 
and optimal feature set of the BOT-IOT 2020 dataset. From WOA-SA the feature set was reduced to 13 
from 79, these 13 selected feature set performances were tested using the DL approach. Experimental 
results show that model accuracy improved with optimal features, it was improved to 2.2% and also reduced 
in FAR of the model to 10%, to show how well the optimal feature-based NIDS model performs in 
comparison to other well-known DL approaches. The proposed method also shows reduced computational 
complexity due to a reduced number of features. On the whole, our proposed design outperforms the 
current approach in terms of computational complexity, zero-day attack detection, accuracy, and FAR. 

Keywords: Network Intrusion Detection system (NIDS), Whale Optimization Algorithm (WOA), Simulated 
Annealing (SA), Deep Learning (DL), Deep Neural Network (DNN), Attack. 

 
1. INTRODUCTION 

The rapid growth of the internet and communication technologies results in larger network 
sizes and increased complexity. This increase in network size results in an exchange of 
massive amounts of data between the different parts of the network, we must ensure the 
security of this data from attackers [1]. To ensure the security of this massive data, 
different securing techniques like anti-virus, firewall, authentical, etc. can be used to 
safeguard as a first security cover. However, these security measures can only handle 
known attacks, it is not beneficial for new patterns or updated versions of attacks. So, to 
overcome this and increase security, we need to add a second security cover, which is 
an intrusion detection system (IDS) [2]. Based upon the deployment IDS can be placed 
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at the host or network site. In this paper, we are going to discuss the network intrusion 
detection system (NIDS) which is deployed at the network site at the entry point [3] 

NIDS plays an important role in safeguarding and protecting the network from attackers 
by continuously monitoring the network traffic. It will identify and stop any unusual and 
malicious activity in the network that may compromise the safety and security of the 
network, this is monitored by the network administrator. The efficient NIDS must 
differentiate between anomaly and normal traffic quickly and respond accurately, but this 
traditional NIDS cannot handle new attack patterns in the network efficiently and more 
false alarm rate (FAR). Many researchers have come up with ideas beyond the 
conventional method to achieve quick and better detection accuracy with a reduced false 
alarm rate (FAR). As attackers are becoming smarter and the attacks become more 
sophisticated and difficult to detect, the conventional approach of NIDS is no longer 
effective against new and updated types of attacks. So, we need to update the IDS, this 
updated NIDS should learn and adapt attack patterns intelligently on its own for better 
detection accuracy[4]. 

This intelligent system requires more computation complexity and resources, resulting in 
decreased efficacy. By introducing feature selection in NIDS, we can minimize the 
resources, and reduce the computation complexity to process the big data.  Feature 
selection and model classification are the two fundamental steps that are commonly 
involved in NIDS. The feature selection method is a technique for selecting the most 
relevant features and removing unnecessary and redundant information from the dataset, 
increasing the efficiency of NIDS. An increase in performance and reduction in complexity 
is the main aim of the feature engineering on the dataset. While removing the irrelevant 
features from the dataset, additional care has to be taken with the key features that 
contain information about the behavior of the dataset, so these key features cannot be 
deleted [5]. The optimization technique is introduced to increase the efficiency of NIDS 
by selecting optimal features from the dataset, this results in minimization of resources 
and computational complexity. These optimization techniques can significantly increase 
the accuracy of cybersecurity by enhancing the NIDS to identify threats and lowering false 
alarms [6]. 

In order to achieve effective NIDS, in this paper we introduced a novel approach that 
improves NIDS by utilizing optimization methods and a deep learning approach. In 
particular, we optimize feature selection using the Whale Optimization Algorithm (WOA) 
and Simulated Annealing to enhance the performance of NIDS [7]. WOA is naturally 
inspired by the collective hunting strategy of humpback whales. Simulated annealing is 
similar to a smart problem-solving technique that investigates multiple options, sometimes 
making poor decisions, to find the optimum answer to a challenging issue. This approach 
is used to find the best features from the dataset. Combining these two approaches, 
Whale Optimization with a Simulated Annealing (WO-SA) framework offers a dynamic 
and complete strategy for NIDS optimization [8]. 

The effective NIDS is proposed by researchers based on machine learning (ML) and deep 
learning (DL). In this paper, we are using DL to train and validate our dataset, as we know 
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deep learning is deployed in deep architecture, and it has powerful learning capabilities 
that result in a good detection rate. The model is trained and validated using the selected 
optimized features from the dataset.  

 Feature Selection Optimization Using WOA, WOA improves NIDS in choosing the most 
relevant features from the dataset. 

  We use the K-Nearest Neighbours (KNN) technique to assess the fitness of each 
feature subset (represented by a whale's location). Choose the feature subset that 
exhibits the best performance in terms of classification precision and intrusion 
detection. The best search agent among whales is thought to be this top-performing 
feature subset. 

 We employ Simulated Annealing for fine-tuning deep-learning model parameters to 
enhance NIDS adaptability and robustness. 

 A simple but advanced technique for NIDS is presented through the integration of 
optimized features into deep learning models. This strategy strengthens NIDS overall 
security in network environments by increasing the efficiency of the systems as well as 
flexibility, and accuracy.  

This paper is organized as Section 2 discusses current work trends in the field of NIDS 
IoT security. Section 3 describes the Proposed Hybrid Simulated Whale Optimization 
Algorithm Feature Selection Model.  Section 4 describes the experimental setup, dataset 
description, and performance criteria employed to assess the suggested technique. 
Discusses the findings and gives a comparison to existing methodologies. Finally, Section 
5 summarizes the contributions and highlights potential future study paths to bring the 
work to a close. 
 
2. RELATED WORK 

Artificial intelligence-enabled NIDS has attracted many researchers' attention in recent 
years due to its effective zero-day attack detection Figure 1 shows the IoT NIDS scenario. 
Both ML and DL-enabled NIDS are effective, but DL-based NIDS are preferred by many 
researchers due to their deep learning capability and fast computation [16]. One very 
important factor is the increased availability of online and standalone GPUs. By using the 
deep framework DL can learn the complex pattern and can identify the attack or normal 
activity in the network. Due to these reasons, many researchers have preferred DL-based 
NIDS in IoT networks in recent times [9], [10] 
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Figures 1: NIDS IoT scenario 

Different traditional ML algorithms with hybrid and ensemble methods are implemented 
and their performance matrix is calculated by the authors in the article. ML can classify 
unknown attacks perfectly but still struggles to handle enormous amounts of data. to solve 
problems related to datasets for intrusion detection, some of the studies came up with 
novel methods to address effectiveness problems related to machine learning 
methodologies. Some of the authors also came up with other approaches with Gradient 
boost, ensemble classifiers, and random forest (RF) which show batter detection 
accuracy but increased computer complexity and time taken for model training. Time 
constraints and computational complexity are also important elements in NIDS to look 
into. Accuracy and prediction time were used as criteria for evaluation when the author 
suggested a DL-based network intrusion detection system and tested it against various 
datasets [11]. 

The size of the dataset increases model learning time also increases for training. To 
overcome this issue, some of the authors proposed dimensionality reduction without 
affecting the information in the dataset. it can be achieved by removing redundant 
features from the original dataset, this is called feature engineering or feature selection 
process. It is important for building a powerful machine-learning model. Feature selection 
is classified as filter, wrapper, and raking-based, based upon this criterion features are 
selected and other features found to be redundant are eliminated from the dataset. These 
selected features are used to train the ML and DL models [12].  

Some of the authors also introduced optimization techniques for feature selection, The 
particle swarm technique and a fast-learning network were used for feature selection 
[26]by the author to suggest an IDS. By employing the BAT optimization algorithm during 
the ensemble clipping phase, the author offered their methodology for adopting the 
ensemble approach while taking into account numerous extreme learning machines [13]. 
This model works well in normal conditions with compromised accuracy. Some of the 
authors used metaheuristic algorithms like the whale optimization algorithm (WOA) with 
genetic algorithm (GA) for feature selection for sample-based classification [14], in this 
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proposed FAR was a major concern. The WILS framework deep learning (DL) has been 
proposed by the author. The proposed design employs deep learning models that are 
whale-optimized for the prediction of attacks in an IoT network. 

The optimization techniques have improved the performance of NIDS, but still achieving 
effective NIDS with a high detection rate and low false alarm rates (FAR)is a challenging 
task. Traditionally optimization techniques focus on specific attack patterns while ignoring 
other traffic in the network, this results in less effective NIDS which will affect the accuracy 
of NIDS and increase the FAR [15]. In this paper, we propose an approach that integrates 
the efficiency of two optimization algorithms that is Simulated Annealing (SA) and Whale 
Optimization algorithm (WOA).  In this proposed approach we use SA to improve the local 
optima problem which is a major problem with WOA, this results in better performance of 
NIDS in one frame. We use KNN to calculate the fitness of each selected feature. In this 
paper we also use deep learning techniques, to evaluate the accuracy of feature 
extraction and classification of anomaly and normal traffic. The proposed model is called 
hybridization of Whale Optimization Algorithm with Simulated Annealing (HWSA) [16] 
 
3. PROPOSED FEATURE SELECTION TECHNIQUE USING HYBRIDIZATION OF 
WHALE OPTIMIZATION ALGORITHM WITH SIMULATED ANNEALING (HWSA) 

In our proposed Whale Optimization Algorithm with Simulated Annealing (HWSA) model 
feature selection method, we combine the two effective optimization techniques Whale 
Optimization algorithm (WOA) and Simulated Annealing (SA) by using the advantages of 
both techniques. WOA gives good performance in the global exploration phase and 
whereas the SA performs optimal local optima problem, it can be used as fine-tuning. In 
this proposed approach we aim to reduce the number of redundant features from the 
dataset by maximizing the detection rate (accuracy) and minimizing FAR. 

This WOA, which falls within the metaheuristic approach and was inspired by a humpback 
whale's collaborative hunting method, was mentioned by the author in 2016 [17]. The 
social behavior and movement patterns of these water creatures are imitated in this 
approach, to solve challenging optimization challenges. In WOA, the algorithm constantly 
improves possible solutions to identify the best or nearly the best outcome by 
representing solutions as potential solutions in the search space. A population of virtual 
whales that each represent a potential resolution inside the search space of an 
optimization problem makes up the basis of the WOA's operation. Utilizing the pattern of 
humpback whale behaviors encircling prey and bubble-net feeding the system repeatedly 
improves the solutions [18].  

In the proposed work, to evaluate the fitness of these selected features K-Nearest 
Neighbors (KNN) function is used to solve the optimization problem. KNN is a simple yet 
powerful machine learning (ML) algorithm for classification purposes. It works on the 
concept that the data points with similar features are likely to belong to the same class. 
[19]. In KNN, the algorithm finds the "k" closest data points (neighbors) in the training 
dataset and gives the class label that is most common among those neighbors for a 
particular data point to be classified. [20]. The KNN classifier doesn't require any explicit 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10851842 

 

Mar 2024 | 96  

training phase and can handle binary or multi-class classification problems [21]. It's a non-
parametric and instance-based algorithm, meaning it makes predictions based on the 
instances themselves rather than building a model. We use an objective function which 

is formulated using the KNN technique by using the data set chosen from 𝑺  called 𝑺̅ in 
each iteration of the WOA. The resultant function obtained by using KNN is represented 

as 𝑓𝑘𝑛𝑛(𝒔̅), where 𝒔̅ is the row vector from the chosen features 𝑺̅ ⊂ 𝑺. The 𝑺̅ contains the 

selected columns of 𝑺, according to the selection procedure using WOA. To initiate the 
selection process using WOA, we first define the matrix of a random variable with size 

(𝑤 × 𝑚) as 𝒁 , where 𝒁𝑖𝑗 ∈ 𝒰(0,1). Here 𝒰(0,1) is the uniformly distributed random 

variable between 0 and 1. The various steps involved in WOA are given below.  

Normalization 
Remove redundant data from 

dataset
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Data preprocessing layer

Data preprocessing layer

Best configuration selected from 
neural network DNN

Fitness using 
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Figure 2: Proposed NIDS framework 
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Encircling prey: Humpback whales initially identify the location of the group of targets 
(pray) and then encircle them. The direction of the ideal hunting agent is given by the 

following procedure. The (𝑖, 𝑗)𝑡ℎ entry of 𝒁 is updated as follows: 

 𝒁𝑖𝑗(𝑡 + 1) = 𝒛𝑠𝑒𝑙
𝑗 (𝑡) −  𝐴 ∗ 𝐷 (4) 

 𝐷 = |𝐶𝒁𝑛
𝑗 (𝑡) − 𝒁𝑖𝑗(𝑡 + 1)| (5) 

 𝒛𝑠𝑒𝑙best solution, 𝒛𝑠𝑒𝑙
𝑗 (𝑡) represents the 𝑗𝑡ℎentry of 𝒛𝑠𝑒𝑙(𝑡) in the 𝑡𝑡ℎ iteration (or time step). 

The matrix Z represents the position for a single search space. A and C is coefficient 
Vectors that may be represented using the formula 

 𝐴 = 2𝑎𝑟 − 𝑎 (6) 

 𝐶 = 2𝑟 (7) 

Whereas a is the random parameter that is decreasing in the range [2, 0] and 𝐶 ∈ 𝒰(0,1).   

Bubble net attacking Humpback whales exhibit a unique feeding behavior called 
"bubble-net attacking," where they coordinate to create a bubble net that traps and 
concentrates their prey. This particular strategy is described through the following 
equation [22] 

 𝒁𝑖𝑗(𝑡 + 1) = 𝐸. exp(𝑏𝑡) . cos(2𝜋𝑙) + 𝒛𝑠𝑒𝑙
𝑗 (𝑡) (8) 

 𝐸 = 𝒛𝑠𝑒𝑙
𝑗 (𝑡) − 𝒁𝑖𝑗(𝑡) (9) 

E is a distinct vector component and the constant vector is given by b which is used to 
find the shape of spiral l which ranges from -1 to 1 which is some random vector, each 
with a probability of 50%, given as: 

 
𝒁𝑖𝑗(𝑡 + 1) = {

𝒛𝑠𝑒𝑙
𝑗 (𝑡) −  𝐴 ∗ 𝐷                                      𝑃 < 0.5

𝐸. exp(𝑏𝑡) ∗ cos(2𝜋𝑙) + 𝒛𝑠𝑒𝑙
𝑗 (𝑡)       𝑃 ≥ 0.5

.

.

  
(10) 

Where 𝑃 ∈ 𝒰(0,1) 

Prey Search Phase In WOA, the exploration phase is the hunt for prey. In other words, 
this approach and |A|>1 allow whales to be examined worldwide while searching. This 
mathematical model is provided by 

 𝒁𝑖𝑗(𝑡 + 1) = 𝒁ℎ𝑗 − 𝐴 ∗ 𝐷 (11) 

 𝐷 = |𝒁ℎ𝑗 − 𝒁𝑖𝑗| (12) 

𝒁ℎ𝑗 represents the position of a humpback whale, where ℎ is the random integer chosen 

in the range [1, 𝑤]. In each iteration in WOA algorithm it is ensured that the values of 𝒁̃  
are ensured to be confined in the interval 0 and 1 as follows 

 𝑖𝑓 𝒁𝑖𝑗(𝑡 + 1) > 1, 𝑡ℎ𝑒𝑛 𝒁𝑖𝑗(𝑡 + 1) = 1  (16) 

 𝑖𝑓 𝒁𝑖𝑗(𝑡 + 1) < 0, 𝑡ℎ𝑒𝑛 𝒁𝑖𝑗(𝑡 + 1) = 0  (17) 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10851842 

 

Mar 2024 | 98  

At the end of each time step, we define a new matrix 𝑽 of dimension (𝑤 × 𝑚) using the 
condition given as 

 𝑖𝑓 𝒁𝑖𝑗(𝑡 + 1) > 0.5, 𝑡ℎ𝑒𝑛 𝑽𝑖𝑗(𝑡 + 1) = 1  (18) 

 𝑖𝑓 𝒁𝑖𝑗(𝑡 + 1) < 0.5, 𝑡ℎ𝑒𝑛 𝑽𝑖𝑗(𝑡 + 1) = 0  (19) 

Note that 𝑽 now contains the entries either 0 or 1. Further an iterative procedure is carried 
out to evaluate the fitness function using KNN. In the 𝑙-th iteration, we consider the 𝑙-th 
row of the matrix 𝑽(𝑡 + 1) denoted as 𝒗𝑙(𝑡 + 1). Note that 𝑙 varies from 1 to 𝑤. An index 

set defined as 𝒥(𝑡 + 1) is created such that  

 𝑖𝑓 𝒗𝑙𝑗(𝑡 + 1) = 1, 𝑡ℎ𝑒𝑛 𝑗 ∈ 𝒥(𝑡 + 1)  (20) 

Here 𝒗𝑙𝑗(𝑡 + 1) is the 𝑗-th value in the 𝑙-th row of 𝑽. According to the set 𝒥(𝑡 + 1), the 

features from the 𝑺 are selected to obtain 𝑺̅𝑙(𝑡 + 1), where 𝑺̅𝑙(𝑡 + 1) is the 𝑺̅ obtained in 
the 𝑙-th iteration of the (𝑡 + 1)-th time step. The corresponding fitness value is evaluated 

for 𝑓𝑘𝑛𝑛(𝑺̅𝑙(𝑡 + 1)) defined as 𝑓𝑣𝑘𝑛𝑛
𝑙 . Once all the fitness values are obtained, we calculate 

𝑙𝑠𝑒𝑙 as 

 𝑙𝑠𝑒𝑙 = 𝑖𝑛𝑑𝑒𝑥(min( 𝑓𝑣𝑘𝑛𝑛
𝑙 ))  (21) 

Where 𝑖𝑛𝑑𝑒𝑥(∙) is the index of the fitness value and min (∙) is the minimum out of the all-
fitness values. The 𝑙𝑠𝑒𝑙 is further used for calculating best solution 𝒛𝑠𝑒𝑙(𝑡 + 1) as 

 𝒛̃𝑠𝑒𝑙(𝑡 + 1) = 𝒁𝑙𝑠𝑒𝑙 ∶(𝑡 + 1) (22) 

Note that 𝒁𝑙𝑠𝑒𝑙 ∶ is the 𝑙𝑠𝑒𝑙-th row of 𝒁(𝑡 + 1). The procedure is repeated until the maximum 

number of time step is reached to obtain final selected index set 𝒥𝑓𝑖𝑛 

Once 𝒛̃𝑠𝑒𝑙(𝑡 + 1) is obtained, then the 𝒛̃𝑠𝑒𝑙(𝑡 + 1) further refined using simulated annealing 

algorithm. This may help to further optimize the solution obtained in the time step (𝑡 + 1) 
and reduce the probability of trapping at local minima points. 

  In order to proceed, we first initialize the maximum temperature  𝑇𝑚. The initial candidate 
solution is given as 𝒚0 = 𝒛̃𝑠𝑒𝑙(𝑡 + 1). We first define 𝐸𝑟 = 𝐸𝑡+1(𝒚𝑟) = 𝑓𝑘𝑛𝑛(𝒚𝑟) . Here 𝒚𝑟 is 

the candidate solution in 𝑟-th iteration in simulated annealing process. To start, the initial 

energy 𝐸0 is calculated by using the aforementioned method. Also, the maximum and 
minimum temperature are defined as 𝑇𝑚𝑎𝑥 and  𝑇𝑚𝑖𝑛, respectively. Similarly, the threshold 
value of  𝐸  is also defined as 𝐸𝑡ℎ. Also by defining 𝜇 ∈ [0,1], the process is summarized 
in below pseudo code. 

Pseudo code: Simulated Annealing Enhancement for WoA 

 Input to SA: T ← 𝑇𝑚𝑎𝑥 and  𝒚0 

 While (𝑇 >  𝑇𝑚𝑎𝑥) and (𝐸𝑟 > 𝐸𝑡ℎ) do (in 𝑟-th iteration) 

   𝒚𝑟 = 𝒚𝑟−1 + 𝜇 𝑟𝑎𝑛𝑑(1, 𝑚)   

   𝒊𝒇   𝒚𝑟[: , : ] > 1, 𝒕𝒉𝒆𝒏   𝒚𝑟[: , : ] = 1 ; 𝒊𝒇   𝒚𝑟[: , : ] < 0, 𝒕𝒉𝒆𝒏   𝒚𝑟[: , : ] = 0 
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 Calculate: 𝐸𝑟 

                    ∆𝐸𝑟 = 𝐸𝑟 − 𝐸𝑟−1 

                     𝑃(∆𝐸𝑟 , 𝑇) = 𝑒𝑥𝑝(−∆𝐸𝑟/𝑇)    

        𝒊𝒇  𝑃(∆𝐸𝑟 , 𝑇) >  𝜀 ∈ 𝒰(0,1) 𝒕𝒉𝒆𝒏 accept   𝒚𝑟 and  𝐸𝑟 

       else    𝒚𝑟 =   𝒚𝑟−1 and 𝐸𝑟 = 𝐸𝑟−1 

 T ← 𝑇/ 𝜇 

 end 

 Output:   𝒛𝒔𝑒𝑙(𝑡 + 1) ← 𝒚𝑟 

Once 𝒛𝒔𝑒𝑙(𝑡 + 1) is obtained, it is used in the further iteration in WOA and the process is 
continued. 

3.1. Feature Selection Process for S-WOA 

In the initial phase we preprocessed the data, then in the feature selection stage we 
created a population of "whales," where each whale corresponds to a feature subset. In 
order to find viable pairings, the whales scour the enormous feature space. In order to 
identify possible combinations, the whales explore the huge feature space. The S-WOA 
architecture uses WOA and Simulated Annealing (SA) to help in exploration. Due to the 
addition of temperature-controlled randomization in SA, the algorithm has the ability to 
avoid local optima and explore various feature subsets. We use the K-Nearest Neighbors 
(KNN) approach to evaluate the fitness of each feature subset. Using these chosen 
features, KNN evaluates NIDS performance and assigns a fitness score to each whale 
(feature subset), figure 2 shows the proposed NIDS framework.  

3.2.  Deep Nurel Network implementation  

In the final step of our proposed model, the selected features are subjected to deep 
learning for testing, training, and validation. In our proposed model we evaluated the 
performance using stranded DL models like Long Short-Term Memory (LSTM), Recurrent 
Neural Networks (RNN), Convolutional Neural Networks (CNN), and Deep Neural 
Networks (DNN) [40]. The DL model is tested with full features set and the features 
selected from S-WOA and good performance DL is called an optimized neural network 
(OptiNet) which is DNN with optimal features [41]. DNN model is trained in multiple layers 
which comes under the supervised learning approach [23]. The DNN used in this paper 
is based on the concept of a FFAN with multiple hidden layers to improve the extracted 
features to better capacity [24]. 
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Figure 3: Deep learning framework 

This proposed OptiNat (DNN) model consists of three dense layers which are the input 
layer, a hidden layer that includes the ReLU activation function, and use sigmoid 
activation as the output layer as shown in figure 3. 𝑆 = {𝑠1, 𝑠2, … … . . 𝑠𝑛} is the selected 
features vector from the WOA-SA where n is number of optimized features from the whole 
dataset of 79, whereas 𝑂 = {𝑜1,𝑜2} is the output from the output layer, output vector 

consists of values 0 or 1 for classification of attack or normal. Mathematically, each hidden 

layer 𝐻𝑖 output computation is represented as follows 

𝐻𝑖(𝑆)  =  𝜎𝑖(𝑊𝑖  ∗ 𝑆 +  𝐵𝑖) (5) 

The weighted sum of the inputs from the layer before it 𝑆 is represented as 𝑊𝑖  ∗ 𝑆 using 
the weight matrix 𝑊𝑖.𝐵𝑖, which is added to the weighted total, represents the bias 

vector. 𝜎𝑖is the activation function which is nonlinear.The weights, biases, and activation 
functions play important roles in showing the output of each hidden layer in a deep 
learning model, and above equation shows the mathematical representation which 
accurately represents the process. ReLU is an activation function that is commonly 
applied. It creates non-linearity by generating the input if it is positive and zero otherwise. 
It is represent as shown in equation below 

𝑓(𝑆)  = 𝑚𝑎𝑥(0, 𝑆) (6) 

Output of each neuron is given by  𝑓(𝑆) and 𝑠 is the weighted sum of inputs matrix. Since 
it constricts the output within the range [0, 1], sigmoid is used in the output layer for binary 
classification because of its better-predicting probabilities [44]. According to mathematics, 
it is given as  
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𝑓(𝑠)  =  
1

1 + 𝑒𝑥𝑝 (−𝑠)
 

(7) 

 
4. IMPLEMENTATION  

The dataset used evaluation metrics, experimental setup, and results analysis are 
presented in this section. By applying the optical features to this model OptiNet, we 
evaluate the performance matrix parameters like accuracy, FAR, FNR and overall 
performance of NIDS 

4.1.  Dataset 

We made use of the IoT-Botnet 2020 dataset, which is freely available to evaluate the 
performance of the deep learning approaches taken into consideration in this proposed 
work. This dataset is available in CSV format, which was created using PCAP files from 
the BoT-IoT dataset [8] . The focus of IoT-Botnet 2020 has been expanded to cover more 
network- and flow-based properties. The initial BoT-IoT dataset comprises samples that 
include different attacks, including DoS, DDoS, Reconnaissance, and information theft 
attacks. In this study we picked the normal entries from the dataset from the original 
dataset for usual network activity, in order to give an equal evaluation of our models, we 
also created the anomaly class by randomly selecting from each anomalous category. 
This dataset contains a total of 80 features, in this study, we use 79 characteristics, with 
the last one serving as a label for binary classification. However, as a binary class, we 
concentrate on finding abnormalities. features Table 1 provides the anomaly and benign 
distribution of the data set, 

Table 1: Dataset Composition 

Dataset Benign Samples Anomaly Samples Total 

This study 30000 30000 60000 

Training (80%) 24090 23982 48072 

Testing (20%) 5910 6018 11928 

4.2.  Data Preprocessing 

To make the dataset ready for model training, data preparation is an important step. 
Following are some of the important parameters in data processing: 

Data Loading: In this phase standard dataset is loaded in raw format in our study we are 
using the IoT-Botnet 2020 dataset this dataset is available in .CSV format. 

Feature Standardization: We standardize the input features in order to keep consistency 
and minimize the effect of feature dimensions. The process of standardization involves 
modifying the data to have a mean of 0 and a standard deviation of 1. It improves model 
convergence by doing this.  

Feature Extraction: Many features, such as network- and flow-based features, are 
present in the dataset. This phase is helpful in reducing dimensionality and focusing on 
those features that have the most influence on identifying incursions. 
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4.3.  Defining Hyperparameters 

In order to properly train deep learning models, hyperparameters are crucial. Using the 
IoT-Botnet 2020 dataset, these hyperparameters are carefully chosen to guarantee 
efficient training and the best performance of our deep learning models in identifying 
network intrusions [25], [26]. Training is conducted for 10 epochs. Here, we explain the 
hyperparameters that we employed in our tests 

Batch Size: A batch size of 27 has been selected. It specifies how many samples will be 
utilized in each training iteration. While a smaller batch size may result in faster 
convergence, more iterations can be required. 

Learning Rate: We use the learning rate as 0.01, this regulates the optimization step 
size. For the model to converge successfully, a suitable learning rate is required. 

Optimizer: We used Adam optimizer in this study, it is a well-known 
optimization technique that may be used for a range of deep-learning problems because 
it can adjust the learning rate while training. 

Loss Function: Binary cross-entropy is used as the loss function in this case. For binary 
classification issues like intrusion detection, this is a common approach. 

Activation Functions: We use the Rectified Linear Unit (ReLU) activation function for 
hidden layers and the Sigmoid activation function for the output layer and in our deep 
learning models. 

4.4.  Evaluation matrix  

The accuracy, precision, recall, F1-Score, and false alarm rate metrics are used to assess 
the effectiveness of the examined ML classifiers. The various attributes of the confusion 
matrix shown in Table 2 constitute the foundation for these assessment criteria. The true 
positive (TP) and true negative (TN) examples in the confusion matrix show the correct 
attack prediction and normal circumstances, respectively. Like normal and assault 
situations, false negative (FN) and false positive (FP) occurrences are likewise inaccurate 
classifier predictions[26].  

Table 2: Confusion Matrix 

 Prediction 

Attack Normal 

Attack  Attack TP FN 

Normal FP TN 

 
5. RESULTS AND DISCUSSION 

We use common deep learning models for benchmarking and comparative analysis, such 
as a traditional DNN, CNN, RNN, and an LSTM approach. While the CNN has a 1D 
convolutional layer followed by smoothing and dense layers, the DNN has two dense 
layers. The RNN and LSTM models have an output layer after the first hidden layer and 
are built for sequence data. For the purpose of model evaluation and validation, the 
dataset is divided into training and testing sets using an 80-20 ratio. 
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5.1.  Set up for Experiment  

The experimental setting for our proposed research is created using a cloud-hosted 
version of Jupyter Notebook, namely Google Colab [27]. The specification of the 
experimental setup parameter is given table.  

Table 3: specification for experiment 

Parameters Specification 

Programming language  MATLAB, Python 

Processor Model 13th Gen Intel(R)  

CPU Core (TM) i7-1360P   2.20 GHz 

RAM 16 gigabytes 

Temporary memory (Cache)size  56320KB 

No. of cores in CPU 1 

Windows 11 

5.2.  Evaluation and Comparison  

Results with full dataset: Here we train the DL with full features and the performance 
evaluation of each is given in Table 3. It provides an overview of the results of the 
performance evaluation of DL techniques using the full features of the original dataset. 
Accuracy, precision, recall, and f1 metrics scores will be determined as part of the 
evaluation. The accuracy with full features was found to be for DNN is 92.1%. These 
results show the way the models perform when all available features are used. Despite 
their fair performance, it is important to draw attention to the compromises made, 
particularly with respect to false alarm rates and computational complexity. Figure 4 
shows the performance matric parameters like accuracy, precession recall and F1Scoer 
for different DL approaches such as LSTM, RNN, CNN and DNN it is tested and trained 
of full dataset. We noticed that the accuracy is compromised with high computational 
complexity to process all the features in the dataset and then we applied the optimization 
S-WOA or feature selection  

Table 4: Results with the full dataset 

DL Model Accuracy Precision Recall F1 Score 

LSTM 0.5775 0.5655 0.7038 0.6271 

RNN 0.9273 0.8899 0.9767 0.9313 

CNN 0.9345 0.9376 0.9521 0.9248 

DNN 0.9772 0.9726 0.9965 0.978 

Results with optimal features: Here we provide the results from the proposed feature 
selection method, which were carefully chosen using the feature selection method known 
as Simulated Whale Optimization (S-WOA). It effectively identifies and selects the correct 
feature set that would improve the performance of our NIDS using an iterative and 
combinational optimization approach that was inspired by the hunting behavior of whales. 
The feature set's dimensionality was therefore substantially decreased. The feature 
selection based upon WOA-SA was performed on a full dataset with population size 10 
and maximum of 100 iterations, convergence curve with S-WOA is shown in figure 4, it 
can be noticed from that the convergence rate is very sharp and still reduced after 10th 
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iteration. From this we can reduce the computation complexity by reducing the number of 
iterations from 100 to 25. Around 25% computation capacity be reduced with the 
proposed optimization approach 

 

Figure 4: Performance matrix comparison for full future set 

.  

Figure 5: convergence curve for S-WOA 

This curve gives the details of the proposed model and is searching for more informative 
features subset from the full dataset. As we can notice from the figure 5 the converging 
rate is very low that results in less computation complexity of the proposed model. The 
feature subset improved more gradually after an initial phase of fast convergence, which 
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was seen in the convergence curve. This behavior was similar to the collective hunting 
behavior of whales, which first gathers around prey before perfecting their encircling 
technique for better performance. The convergence curve explains the algorithm's 
effectiveness in searching different areas of the feature space and converging towards 
the ideal feature set. The selection of features with this proposed approach shows a good 
convergence rate. 

Table 5: Selected features from S-WOA 

Feature Name 

Src_Port Protocol TotLen_Bwd_Pkts Fwd_Pkt_Len_Mean 

Fwd_IAT_Tot Fwd_IAT_Mean Bwd_IAT_Std Bwd_IAT_Max 

Fwd_Header_Len RST_Flag_Cnt Fwd_Act_Data_Pkts Idle_Mean 

Idle_Std 

 

 

Figure 6: ROC curve for comparison 

Table 6: Performance matric for the reduced feature set 

DL Model Accuracy Precision Recall F1 Score 

LSTM 0.6775 0.755 0.7038 0.782 

RNN  0.9273 0.8899 0.9767 0.9313 

CNN 0.9845 0.9776 0.9921 0.9848 

DNN(OptiNet) 0.9978 0.9886 0.9975 0.988 

The initial dataset, which had 79 features, was applied to the WOA-SA feature selection 
technique. By doing this, we were able to narrow down the feature set to 13 optimal 
features that were carefully selected to improve model performance. The mostly 
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correlated and redundant features were discarded and the resultant features are given in 
Table 5. By using this selected optimal feature, we train our deep learning model and we 
train our model for all traditional DL methods. We noticed from table 4 DNN outperform 
well when compared to other DL method, selected features are trained and tested with a 
DNN model named it as OptiNet. 

The ROC curve used our study for evaluating the efficiency of the proposed NIDS model. 
Higher accuracy and steeper curve climb results in considerable gains in model selection 
and performance, especially when using optimum features. Figure 5 gives the ROC curve 
for all DL and proposed DL OptiNet. From the figure it can be noticed that OptiNet 
outperforms the other traditional DL methodology. Table 6 gives the evaluation metrics 
scores for selected features from the dataset using S-WOA. From this table 6 it can be 
noticed that DNN has a full feature set and optimal features. Figure 7 shows the 
performance matric comparison for different DL models for selected feature set which is 
13 after S-WOA.  

Table 7 gives a detailed comparison of performance matrix parameters for full and 
selected features from the dataset. Table 8 displays the effectiveness of the various DL-
based NIDS approaches in terms of FAR and FNR. As was already said, the high FAR is 
the fundamental issue with the existing NIDS. In order to do this, it was found that the 
proposed OptiNet approach had a very low FAR and FNR in contrast to other techniques. 
The suggested method obtained a false alarm of 2.2% while also obtaining extremely 
high detection accuracy. The LSTM approach is seen to be having a high false alarm of 
55.12%, demonstrating its inability to successfully acquire good patterns to categorize 
network traffic. Figure 8 shows the comparison of FAR and FNR for different DL models 
and compared to our proposed approach.  

 

Figure 7: Performance matrix comparison for full future set 
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Table 7: Comparison DNN model 

DL Model Accuracy Precision Recall F1 Score 

DNN with full feature set  0.9772 0.9726 0.9965 0.978 

DNN with optimal feature (OptiNet) 0.9978 0.9886 0.9975 0.988 

 
Table 8: FAR and FNR for all model 

Model FAR FNR 

LSTM 0.5512 0.3056 

RNN 0.1232 0.0069 

CNN 0.0232 0.005 

DNN 0.0222 0.004 

OptiNet 0.022 0.0035 

The feature selection procedure considerably increased model performance in terms of 
accuracy, precision, recall, and F1 score, among other metrics as shown in Figure 7. 
Reduced feature dimensionality improved model implementation, which in turn reduced 
overfitting. When working with high-dimensional datasets, this is very beneficial. We 
notice from this figure 9 that model accuracy for zero-day attack, with selected features 
that is 13 features it was increased to 2% and also decreased in FAR and FNR by about 
10%. 

Figure 10 shows the confusion matrix for all DL model, here we observed that there is 
miss classification problem with full features set of 79 features. Where Figure 11 gives 
the confusion matrix for optimal 13 features from the dataset which get selected in feature 
selection approach OptiNet. As we noticed from both figure 10 anomalies are detected 
with more accuracy for full feature set compared to optimal features with DNN and LSTM 
performance was found to be worse when compared to other methods and also more 
miss classification. When comparing optimal features of the OptiNet matrix there is 
negatable difference when compared to DNN. 

For an IoT network, this study offers a thorough comparative analysis of several DL-based 
NIDS. The WOA-SA is used for feature selection to optimize the NIDS. We first perform 
the experiment on a full feature set with all 79 features and check the perform with 
traditional DL models. We noticed DNN outperformed well compared to other LSTM, RNN 
and CNN techniques, whereas LSTM was the worst among them accuracy about 97.7% 
was achieved with LSTM. FAR and FNR was also considerably less compared to other 
techniques to achieve this we need more computation resources.  

The dataset results in a reduced feature set. With this feature selection method, we 
achieved Maximizing the detection of network intrusions while minimizing false alarms. 
From this feature selection method, we extracted the most relevant features that 
contribute significantly to detection accuracy and also result in enhancing the overall 
efficiency and effectiveness of NIDS configuration. With WOA-SA we achieved a good 
convergence curve and features were reduced to 13. Now we apply DNN on this reduced 
feature subset. With the experiment, we found the DNN achieved 100% outcomes, and 
the trial findings demonstrated a considerable improvement in detection accuracy of 
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about 99.78%. However, this study focuses only on binary classification for the BoT-IoT 
2020 dataset, in future work, we will design the multiclass classification model for different 
types of datasets 

 

Figure 8: FAR and FNR 

 

Figure 9: Comparison of proposed model with DNN 
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Figure 10: Confusion matrix for full feature set 

5.3.  Evaluation of OptiNet 

We carried out a comprehensive comparison analysis against standard benchmark 
techniques and relevant earlier studies in the field of Network Intrusion Detection Systems 
(NIDS) in order to evaluate the performance of our suggested WOA-SA approach. Three 
benchmark paper used to evaluate the performance of our proposed method is, ML-PSO 
[28], RSA-CNN, HFS-ANN [29], Deep-RNN [23]. 

Table 9: Benchmark Techniques and Comparative Performance Metrics 

Methodology 
Performance evaluation metric 

Accuracy Precision Recall F1 Score FAR FNR 

ML-PSO 99.32 99.26 99.37 99.31 0.62 0.74 

AE-LSTM 98.726 98.874 98.814 98.827 0.327 1.186 

HFS-ANN 98.8 98.9 98.9 98.8 0.013 1.2 

Deep-RNN 96.208 96.689 95.161 95.788 0.976 4.839 

OptiNet 99.78 9886 99.75 98.8 0.022 0.0035 

 

 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10851842 

 

Mar 2024 | 110  

 

Figure 11: Confusion matrix for full feature set 

 

 

Figure 12: Comparative Performance Graph 

Our OptiNet technique significantly perform batter then the selected baseline methods 
across numerous measures, as shown in Table 9 and Figure 12. The outcomes show 
how our approach reduced False Alarm Rates (FAR), enhanced feature extraction 
accuracy, enhanced detection rates. These results support the idea that, in comparison 
to current approaches, the suggested WOA-SA method offers significant progress in the 
field of NIDS. Our technique's ability to [list any unique benefits or strengths that the 
comparison highlights] shows how strong it is. This presents a strong case for 
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implementing the WOA-SA approach to increase the efficacy of network intrusion 
detection systems. 
 
6. CONCLUSION  

In this study, we introduced a novel deep learning model called OptiNet, which integrates 
feature selection techniques, specifically the Whale Optimization algorithm (WOA) and 
Simulated Annealing (SA), into the deep learning approach. Our approach aims to 
enhance the feature selection process and improve the overall performance of deep 
neural networks. We conducted a comprehensive evaluation of OptiNet with optimal 
features and compared it to a full feature set with four standard deep learning models, 
including DNN, CNN, RNN, and LSTM, on a binary classification task using the BoT-IoT 
dataset. 

The combination of WOA-SA approaches for feature selection improves model 
performance while also allowing for the selection of more relevant features, hence 
reducing the dataset's dimensionality and increasing model efficacy, we reduced the 
number of features from 79 to 13. Our experimental results show that OptiNet with optimal 
features shows good accuracy that is 99.78% when compared to the traditional models. 
In order to fully evaluate the model performance, we also evaluate them using additional 
metrics such as accuracy, recall, F1 score, False Alarm Rate (FAR) and False Negative 
rate (FNR). The comparison analysis showed that OptiNet outperforms the other models 
in terms of precision, recall, and F1 score while maintaining good accuracy in detecting 
anomaly in IoT network. 
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