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Abstract  

In this work, we have studied the vacancy formation energy of Ti-Al alloy of structure B2 with size 10*10*10 
for aluminum percentages of 50, 55 and 60% under the influence of temperature at 1300, 1350, 1400, 1450 
and 1500K using the Modified Emmbedded Atom Method (MEAM) under the LAMMPS version 2020 
calculation code. This study has enabled us to understand the behavior of the Ti-Al alloy under different 
percentages in terms of total energy, vacancy formation energy and crystalline parameter. For each of 
these physical quantities, we have shown that the total energy decreases with temperature; this is also 
verified for the percentage, with the lowest energy obtained for the Ti-60% Al structure at 1300K of the 
order of -8678.4149mjmm2. The Ti-50%Al alloy has positive energies of formation, so this structure forms 
whatever the chosen operating temperature, which is not the case for Ti-55%Al. At 1350 K, we observed 
an inversion in the mesh parameter behavior of the Ti-60%Al alloy, which we attributed to the phase change 
around 1350K. At 1400K, we observed a reversal in the behavior of total energy. 

Keywords: LAMMPS, Formation Energy, Titanium Alloy, MEAM, Vacant Sites, Molecular Dynamics. 

 
1. INTRODUCTION 

In the transport sector, the search for performance and weight reduction are often criteria 
sought by manufacturers. These criteria are mainly determined by the choice of materials. 
Chemical composition, thermomechanical and thermal treatments, and surface 
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treatments all have a strong influence on a material's ability to withstand mechanical 
stress and the environment in which it is exposed.  

Titanium alloys can meet the requirements of an industry focused on transportation, such 
as aviation and shipping. They offer a good compromise between mechanical properties 
and density, and have good corrosion resistance.  

A well-known alloy, widely used in the aerospace and biomedical sectors, is Ti-6Al-4V 
with its two-phase α+β microstructure. However, this alloy is limited in terms of 
mechanical properties for use in marine applications.  

In order to achieve higher mechanical properties, it is preferable to use β-metastable 
titanium alloys, which have an excellent mechanical strength! Density ratio, higher than 
that of Ti-6Al-4V alloys, and are highly resistant to corrosion.  

Another important criterion for a company is the cost of the material up to the production 
of the part, which must be economically viable for the company. The choice of titanium 
and its alloys proves expensive at the outset, but their excellent properties give them a 
sufficiently long service life for the industrialist to select this material [1]. 

Alloys based on the intermetallic compound TiAl have been attracting growing interest 
from the scientific community in recent years, with a view to structural applications in the 
aerospace and automotive sectors. Thanks to their properties. They can also be high-
potential candidates and play a key role in military applications (ballistics, armor) [2]. TiAL 
alloys are intermetallics with a long-range ordered crystallographic structure. The 
interatomic bonds are not only metallic, but also covalent, giving them high strength but 
also a certain brittleness. The main characteristic of these alloys is to combine a low 
density (≈4 g/cm3), of the order of half that of superalloys (≈ 8 g/cm3), with high 
mechanical strength at high temperatures, and good resistance to oxidation. These 
properties give these materials great potential in high-temperature industrial, aerospace 
and automotive applications.  [2] 

At the Faculty of Science and Technology, the Groupe de Recherche sur les Propriétés 
Physiques et Chimiques des Matériaux (Physical and Chemical Properties of Materials 
Research Group) has been making Ti-Al an exciting subject for some years now. 
Professor Timothée NSONGO has studied the order-disorder transformation of the Ti-Al 
binary alloy system by numerical simulation using the EAM inserted atom method. The 
main aim of his thesis was to determine the influence of mesh constant and composition 
on the type of order-disorder transformation and the order process in alloys. 

Ti-Al alloys are currently being extensively studied for their mechanical and structural 
properties, but defects such as vacancies can dramatically alter the properties of these 
materials. 

The B2-type Ti-Al structure is metastable, and it remains interesting to be able to study it 
in order to produce other alloys that are stable at favorable temperatures, thanks to the 
use of vacant sites. 
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We have studied the vacancy formation energy of Ti-Al alloy of B2 structure of size 
10*10*10 for aluminum percentages of 50, 55 and 60% under the influence of 
temperature of 1300,1350, 1400,1450 and 1500K using the Modified Embedded Atom 
Method (MEAM) under LAMMPS calculation code version 2020. This study is carried out 
to understand the behavior of Ti-AL alloy under different percentages in terms of total 
energy, vacancy formation energy, crystalline parameter. 

The aim of this work is therefore to study the Ti-Al alloy system in B2 structure at different 
temperatures (1300, 1350, 1400 and 1500 K) for each of the aluminum atomic 
percentages of 50, 55 and 60%, in order to determine the influence of this composition 
and temperature on the lattice parameter and to determine its vacancy formation energy.  
 
2. METHODOLOGIES 

Numerical methods are valuable tools for studying materials at the atomic scale. 
However, it is essential to choose a tool that is well suited to the problem. Each type of 
method has its own temporal and spatial limitations. In addition, some problems may 
require multi-scale methods involving different combinations of methods. We can also 
note that each of these methods is potentially limited by the physical components of the 
computers on which they are run. Thus, for the purposes of this thesis, we have chosen 
to work with molecular dynamics. As its name suggests, this allows us to study the 
dynamics of molecules or atoms. 

2.1 Molecular dynamics 

Molecular dynamics simulations are highly effective for studying the temperature behavior 
of a material. Moreover, anharmonic and collective effects can be taken into account 
without additional assumptions. Molecular dynamics provides access to both the temporal 
evolution of a system and the measurement of its thermodynamic quantities. It is therefore 
the method of choice for studying the Ti-Al phase diagram. 

2.1.1 Principle of molecular dynamics 

Classical molecular dynamics (MD) is based on Newtonian mechanics: the properties of 
a set of atoms (e.g. thermal conductivity) or particles are determined by studying the 
trajectory of each particle over time. To do this, the laws of classical mechanics are 
applied to atoms, which are treated as point masses. The classical equations of motion 
are thus solved simultaneously for all atoms in a system: 

𝒇𝒊
⃗⃗  ⃗ =  𝒎𝒊𝒂𝒊⃗⃗  ⃗                                                                                                Equation (1) 

Where 𝑓𝑖⃗⃗  is the sum of the forces acting on atom i, 𝑚𝑖 its mass and 𝑎𝑖⃗⃗  ⃗ its acceleration. 
The interaction forces (or the potentials from which they derive : 𝐹 = −𝑔𝑟𝑎𝑑𝑉where V is 
a potential and F a force) can be obtained from the first principles of quantum mechanics. 

This is referred to as ab-initio DM, but more often than not it is derived from an empirically 
fixed potential, and is referred to as classical DM. In practice, we prefer to define 
interactions between atoms on the basis of potentials [3].  
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The equations of motion must be integrated numerically, choosing a finite time step δt 
and approximating the differential equations by finite difference equations. From these 
calculations, the computer predicts the new positions, velocities and forces of all particles 
at time t+δt. In this way, we can trace the behavior of a material: for example, the 
movement and rearrangement of atoms/defects.... 

The input data for a molecular dynamics calculation are therefore: 

a set of atoms, representing in our case the system to be studied; 

interatomic potentials, the determination of which requires prior study; 

a series of constraints imposed by the external environment (pressure, temperature, etc.). 

2.1.2 Time evolution algorithm 

The choice of an algorithm for integrating equations of motion is guided by its speed of 
execution. In other words, by the possibility of having the largest possible integration 
steps, while conserving the system's energy. 

Molecular dynamics studies the evolution over time of a system of N interacting atoms. 
To do this, we integrate the equations of classical mechanics: 

𝒎
𝒅𝟐𝒓𝜶

𝒅𝒕𝟐
= 𝒇𝜶                                                                                             Equation (2) 

Where α travels through the individual atoms. To solve these 3N differential equations, it 
is necessary to be able to evaluate the force experienced by each atom and then 
numerically integrate the differential equations. 

To integrate differential equations, we use a standard equation discretization technique, 
with a time step δt. The smaller the δt, the more accurate the numerical integration, but 
the longer the calculation time. In practice, it is sufficient for δt to be small compared with 
the characteristic time of evolution of the system, i.e. a time over which the forces can be 
considered as quasi-constant. 

Numerous time integration methods exist; whose error is generally polynomial in δt. The 
method often used in molecular dynamics is the Verlet algorithm [4].  

Consider that we know the positions of all atoms at time t and t+δt. The positions at time 
t and t - δt are obtained by : 

𝒓𝜶(𝒕 +  𝜹𝒕) = 𝟐𝒓𝜶(𝒕) − 𝒓𝜶(𝒕 − 𝜹𝒕) + 
𝒇𝜶(𝒕)

𝒎
𝜹𝒕𝟐                                         Equation (3) 

and speeds by : 

𝑽𝜶(𝒕) =  
𝒓𝜶(𝒕+𝜹𝒕)−𝒓𝜶(𝒕−𝜹𝒕)

𝟐𝜹𝒕
                                                                          Equation (4) 

This is a method whose error on positions is in δt4 . It's not the most accurate method 
available, but it does have a number of advantages. It's a simple method, involving only 
the two time steps preceding the one you wish to calculate. We therefore need to store 
the particle positions in memory only twice. Verlet's algorithm is numerically very stable. 
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What's more, it is invariant to time reversal, which is a fundamental property of classical 
mechanics, but is not respected by more precise and complex methods such as the 
Runge-Kunta method [5]. 

In practice, we need to choose an initial state at t = t0 consisting of the position and velocity 
of all particles, but we also need the positions of the atoms at t=t0 +δt. For this, we use a 
less precise method, but requiring only a previous time step, the Taylor algorithm: 

𝒓𝜶(𝒕 + 𝜹𝒕) =  𝒓𝜶(𝒕) + 𝑽𝜶(𝒕)𝜹𝒕 + 
𝒇𝜶(𝒕)

𝒎

𝜹𝒕𝟐

𝟐
                                                Equation (5) 

If we choose an initial state "far away" from the state we want to simulate, the system will 
take a long time to reach this state, and may get stuck in a metastable state. To ensure 
that the initial state is not too far away, we choose, for crystalline solids, to take the initial 
positions on the perfect geometric structure. To initialize the velocities, we generally 
choose a temperature T0 and randomly draw the velocities according to the Maxwell-
Boltzmann distribution. However, the temperature of the system at equilibrium will not be 
T0. 

In fact, the simulated system (N particles in a box) exchanges neither energy nor particles 
with the outside world. We are therefore in the micro-canonical set, for which the system's 
energy is conserved, but not its temperature. In practice, about half the kinetic energy is 
converted into potential energy, so the equilibrium temperature is close to T /2.0 

However, we may often wish to impose a temperature or pressure on the system, i.e. to 
move from the canonical micro set to other statistical sets. Extensions to molecular 
dynamics are then necessary, introducing fictitious additional degrees of freedom. With 
the right choice of dynamic equations governing these additional variables, it is then 
possible to simulate ensembles other than the canonical micro ensemble. The most 
common of these are: the canonical ensemble with the Nosé method [6,7] and the 
ensemble at constant temperature and pressure with the Nosé-Andersen [8,9] and 
Parinello-Rahman [10] methods. 

2.1.3 Boundary conditions 

To have a realistic physical system, it's also important to treat the boundary conditions 
correctly, i.e. the interaction of particles with the edges of the box. Depending on the 
physical system we want to model, we can, among other things, decide that the atoms at 
the edge are fixed, or that they reflect perfectly off the walls. In our case, we want to model 
a macroscopic solid, made up of 2,000 atoms. For such small solids, surface effects are 
important, whereas we want to model the massive material. 

To eliminate these surface effects, we generally use periodic boundary conditions, 
also known as Born-Von Kár-man conditions. These consist in imagining that the 
simulation box is surrounded by copies of itself. An atom exiting the box from one side 
therefore re-enters from the opposite side at the same speed. Similarly, an atom placed 
near one side of the box interacts with the image of the atom on the opposite side. In this 
way, we can model a system of infinite size with a reasonable number of particles. 
However, this principle cannot be used to simulate correlated effects on very large scales, 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10792464 

 

Mar 2024 | 61  

as we are then obliged to use a very large number of atoms or to change the type of 
boundary conditions. 

2.2 Structure and interatomic potentials 

2.2.1 The equilibrium phase diagram  

The phase diagram used as a reference until 1989 was established by Murray in 1986 
(Fig. I. 1), and was derived from a correlation between theoretical and experimental 
results acquired since the 1950s [11,12].  

In 1989, a new diagram was proposed by Mc Cullough et al. for Ti-Al alloys containing 
40-55 atomic % aluminum. These changes are based on morphological observations of 
the dendrites and in situ X-ray diffraction studies of the high-temperature phases.  

This revised diagram (Fig. 1) incorporates two peritectics L + β → γ and L + α → γ, and 
extends the α range to higher temperatures [11,12,13].  The same changes in the 
diagram, based on metallographic observations after heat treatments and on dilatometer 
results, have been proposed by Huang et al. [14,15]. 

These changes concern the part of the diagram above the α transus (α / α + γ transition).  
The low-temperature range, below the eutectoid plateau, remains unchanged. 

 

Figure 1: Ti-Al phase diagram from Murray [20]. 
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The equilibrium phase diagram of the Ti-Al binary system contains eight different phases:   

 L: the liquid phase,  

 β-Ti (bcc) and α-Ti (hcp): two primary solid solutions of aluminum in titanium.  

They are derived from the two allotropic forms of Ti. The allotropic transformation of 
titanium, β-Ti (bcc) → α-Ti (hcp), occurs at 882°C.  

 α2-Ti3Al: intermediate, hexagonal, ordered DO19-type solid solution from the 
primary α-Ti phase,  

 γ-TiAl: intermediate, quadratic, ordered L10-type solid solution,  

 TiAl2: intermediate solid solution; quadratic (24 atoms/mesh),  

 δ: intermediate solid solution  

 TiAl3: defined compound with non-congruent melting,  

 α-Al (CFC): primary solid solution of titanium in aluminum.  

The diagram also shows:  

 four peritectic stages characterized by the following transformations:  

 at 1487.5°C: β-Ti (47.70%) + L (53%) ⇔ γ-ΤiAl (51.2%);  

 at 1450.5°C: γ-TiAl (70.5%) + L (73.5%) ⇔ δ (71.5%);  

 at 1346.8°C: δ (73.1%) + L (80.8%) ⇔ γ-ΤiAl2(75%); 

 at 665°C: Ti3Al (75%) + L (99.75%) ⇔ α-Al (98.75%).  

 two peritectoid stages characterized by the following transformations:  

 at 1285°C: β-Ti (%) + γ-TiAl (%) ⇔ α-Ti (%);  

 at 1285°C: γ-TiAl (%) + δ (%) ⇔ ΤiAl2 (%). 

 two eutectoid stages characterized by the following transformations:  

 at 1150°C: δ (71.5%) ⇔ TiAl2(67.66%) + α-ΤiAl3(75%);  

 at 1125°C: α-Ti (40.36%) ⇔ α2-Ti3Al (38.75%) + γ-TiAl (50.5%). 

The main ingredient of the simulations is the description of the interaction forces between 
the atoms or, more generally, the knowledge of the dependence of the total energy of the 
system on the position of the atoms. Interaction potentials can be established with the aid 
of quantum mechanical electronic structure calculations.  

The interatomic interaction potential is a function V (𝑟1⃗⃗⃗  ,𝑟2⃗⃗  ⃗, 𝑟3⃗⃗  ⃗.....) of the positions of the 
atoms, which represents the potential energy of the system.  
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The development of such potentials is a two-stage process.  

 First, the analytical form of the function is chosen (it often depends on the type of 
bonds involved: ionic, covalent, Van der Waals, etc.), which can be 
parameterized.  

 The function is then adjusted according to a number of carefully chosen physical 
properties: cohesion energy, elasticity constants, gap formation energy, surface 
energies, interface energy, phonon spectrum, pressure-volume relationship... - 
depending on the field of application. 

2.2.2 Modified embedded atom method and interatomic potential 

Interatomic potentials are of vital importance for simulations that model the properties of 
materials. The basis for these potentials is Density Function Theory (DFT), which 
postulates that energy is a function of electron density. By knowing the electron density 
of an entire system, we can determine the potential energy of a system: 

𝑈=[𝜌(𝑟)]                                                                                                                  Equation(6) 

𝐸[𝜌(𝑟)]=𝑇𝑠[𝜌(𝑟)]+𝐽[𝜌(𝑟)]+𝐸𝑥𝑐 [𝜌(𝑟)]+𝐸𝑒𝑥𝑡[𝜌(𝑟)]+𝐸𝑖𝑖 [𝜌(𝑟)]                                Equation(7) 

where E is the total energy, Ts is the kinetic energy of the single particle, J is the Hartree 
electron-electron energy, Exc is the exchange correlation function, Eext is the electron-ion 
coulombic interaction, and Eii is the ion-ion energy. 

On this basis, the Embedded Atom Method (EAM) was created on the assumption that 
an atom can be embedded in a homogeneous electron gas and that the change in 
potential energy is a function of the electron density of the embedded atom, which can be 
approximated by an embedding function. In a crystal, however, the electron density is not 
homogeneous, so the EAM potential replaces the background electron density with the 
electron densities of individual atoms, and supplements the embedding energy with a 
repulsive pair potential to represent the core-core interactions of the atoms. 

With a simple linear superposition of atomic electron densities as the background electron 
density, the EAM is governed by the following equations: 

𝑅𝑖𝑗=|𝑟𝑖-𝑟𝑗|                                                                                                Equation (8) 

𝜌𝑖̅=Σ(𝑅𝑖𝑗)𝑗                                                                                                Equation (9) 

𝑈=Σ(𝜌𝑖̅)𝑖+12Σ𝜙(𝑅𝑖𝑗)𝑖,𝑗                                                                            Equation (10) 

Where Rij is the distance between atoms i and j, ρj is the atomic electron density, ri is the 
position of atom i, F is the embedding function, ρi are the electron densities, and ϕ is the 
peer interaction potential. 

However, EAM does not do an excellent job of simulating materials with significant 
directional binding, which includes most metals. In order to simulate metals correctly, the 
modified embedded atom method was created, which allows the background electron 
density to depend on the local environment instead of assuming a linear superposition. 
The equation governing the potential energy is 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10792464 

 

Mar 2024 | 64  

𝑈=Σ(𝜌𝑖̅)𝑖 +12Σ𝜙𝑖𝑗 (𝑅𝑖𝑗 )𝑆(𝑅𝑖𝑗 )𝑖 , 𝑗≠𝑖                               Equation(11) 

The main difference between the potential energy equation for EAM and MEAM is the 
inclusion of S, which is the radial screen. 

For a MEAM interatomic potential that describes the relationship for alloys with two or 
more components, each individual component needs 13 individual adjustable 
parameters. In addition, each binary interaction requires at least 14 adjustable 
parameters. These parameters are used in the calculation of the potential energy 
described in equation 8 and govern the forces acting on the atoms. These parameters 
are listed below in Tables 2. 

2.2.3 Thermodynamic assemblies 

Thermodynamic assemblies are used to fix one or more properties of the system under 
study (volume, temperature, pressure, enthalpy). There are several thermodynamic 
assemblies used in molecular dynamics: the microcanonical set, the canonical assembly 
and the isothermal-isobaric assembly. In essence, DM explores the NVE microcanonical 
assembly, for which the number of atoms (N), the volume studied (V) and the energy of 
the system (E) are fixed. For the other assemblies (canonical NVT, isothermal-isobaric 
NPT), we have to modify Newton's equations. 

The following assemblies are used: 

 The NVE set (Number of Atoms - Volume - Energy): this set is not the natural set for 
experiments. It is used to quantify heat transfer; 

 The NPH set (Number of atoms - Pressure - Enthalpy): used to relax structures; 

 The NVT set (Number of atoms - Volume - Temperature). 

 

Figure 2: Thermodynamic assembly 

Two types of domain boundary temperature control methods can be used: the Andersen 
thermostat and the Nose-Hoover thermostat. For the Andersen thermostat method [19], 
the system is coupled with a thermostat that imposes the temperature. The Nose-Hoover 
thermostat method uses a friction term, denoted : 

𝒎𝒊𝒂𝒊⃗⃗  ⃗ =  𝒇𝒊 −⃗⃗⃗⃗ ⃗⃗ ⃗⃗  𝒎𝒊𝜻𝒗𝒊⃗⃗  ⃗                                                                              Equation (12) 

 It evolves with the difference between the measured kinetic energy and the desired 
kinetic energy: 
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 ξ = (EK - 𝑬𝑲
𝑪𝒐𝒏𝒔𝒊𝒈𝒏𝒆

) /QT                                                                          Equation (13) 

 Where QT determines the speed of thermostat response. 

Table 1:  thermodynamic assemblies 

 

2.2.4 Point defect diffusion 

The diffusion of defects through the solid and the interaction between defects can greatly 
influence the physical and mechanical properties of the solid, as well as its ageing. When 
stress is applied to a metal, vacancies can diffuse and form clusters that allow the material 
to bend, or when the cluster becomes too large, to break. 

At the beginning of the 20th century, several complex mechanisms were proposed to 
explain the diffusion of impurities in solids. These mechanisms, such as direct exchange 
or ring. However, these mechanisms, illustrated in Figure 3, were quickly ruled out as 
dominant diffusion mechanisms [16]. During these processes, a large amount of crystal 
deformation is involved, creating a significant increase in the energy of the system. 

It was then proposed that defects are the main diffusion vectors in crystals. Indeed, atoms 
and impurities in crystals can exchange places with a gap positioned as the first neighbor. 
With the site targeted for diffusion unoccupied, activation energy and lattice distortion are 
reduced, facilitating diffusion. In the case of interstitial defects, a dumbbell diffusion 
mechanism is preferred.  

One of the dumbbell atoms can then push one of its neighbors out of its crystal site in 
order to share it, while the second atom of the initial dumbbell will take up position in the 
crystal site that is now no longer shared. The high compactness of metals inhibits the 
diffusion of atoms through the interstices, unless they are small atoms relative to the size 
of the interstices.  

The substitutional defect will diffuse by either mechanism. A gap near it could cause it to 
diffuse with a jump to the first neighbor and then return a few moments later to make 
another jump. It could also pass through a dumbbell mechanism. 
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Despite the development of ever more advanced techniques for studying defect diffusion, 
there are still a number of elements that are not fully understood. Experimental methods 
can generally provide information on defect diffusion or distribution, but it is difficult to 
study the underlying mechanism. What's more, these methods have difficulty in studying 
complex defects such as clusters of lacunae [17]. Numerical methods, on the other hand, 
can study the diffusion mechanism and more complex defects, but often have a limited 
temporal scope. They also depend on costly ab initio calculations to compute the 
interaction between species, or on potentials, which are less costly, but not always 
available or optimized for the alloy under study. 

 

Figure 3: Two mechanisms for the diffusion of impurities (in red) in a crystal 
presented in the early 1900s. The lower one shows direct exchange and the one 

at the top of the figure is the ring. 

2.2.4.1 Properties of point defects 

In order to study and describe the diffusion of point defects in crystals, a number of 
characteristics are important. These include defect formation energy 

The energy of formation of the defect is important in order to know the concentration of 
the defect in the solid. In many cases, defects may be sufficiently concentrated to have a 
non-negligible chance of interacting. As a result, the defects could diffuse in groups, and 
these diffusion mechanisms could become important. In the case of a single-species 
crystal, the defect formation energy is given by [18]. 

Ef = EN - (N±𝟏 /N) EN±𝟏                                                                        Equation (14)  

Where Ef  is the energy of defect formation, EN is the energy of the perfect crystal, i.e. 
without defect, N is the number of atoms in the perfect crystal, EN±1 is the energy of the 
crystal with defect. The sign in the equation is chosen according to the type of defect. For 
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a gap, as one atom is removed from the crystal, the negative sign is chosen. In the case 
of an interstitial, choose the positive sign. 

2.3 Working Procedure 

The aim of this study is to provide the vacancy formation energy for different Ti-Al alloys 
in the BCC phase at operational temperatures 1300,1350,1400 and 1450°K. 

To achieve this, a 10x10x10 structure of the TiAl BCC alloy was simulated, with a total of 
2000 atoms, in the Large-scale Atomic/Molecular Massively Parallel Simulator 
(LAMMPS) using a Modified Embedded-Atom Method (MEAM) interatomic potential, and 
a vacancy was created in the middle of the structure at position (0, 0, 0), reducing the 
system to 1999 atoms for the final structure. 

The energy of the structure before and after vacancy creation was used to determine the 
energy of vacancy formation. 

In addition to calculating the energy of vacancy formation, several different analytical 
methods were used to determine how vacancy, temperature and alloying affected the 
overall cohesion of the atomic structure. 

We ran a simulation under the LAMMPS version 2020 code with the executable lmp_mpi, 
under the Windows operating system, using the MEAM potentials found in the database 
at https://www.ctcms.nist.gov/potentials/system. 

Table 2: Additional titanium and nitrogen parameters 

 

These potentials were used to calculate cohesive energies under different 
crystallographic structures using the Lammps code and MPC4 software.  

 

Figure 4: Crystal structure of TiAl alloy in B2 structure 
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2.3.1 Molecular dynamics 

Molecular dynamics calculation methods use an interatomic potential to correctly simulate 
the way atoms in a structure interact with each other. In this case, the Modified 
Embedded-Atom Method (MEAM) was used. 

The molecular dynamics code used in this research is LAMMPS (Large-scale 
Atomic/Molecular Massively Parallel Simulator).  The initial configuration consisted of 
2000 atoms with periodic boundary conditions in a perfect, unrelaxed BCC lattice. The 
atoms were then allowed to relax by operating in an isothermal-isobaric ensemble (NPT), 
where the number of atoms, pressure and temperature were kept constant. Next, the 
central atom was removed and the remaining 1999 atoms were run in a canonical set 
(NVT), where the number of atoms, volume and temperature remained constant. 

2.3.2 Convergence and averaging of MD time 

As we saw earlier, the simulation must first be run long enough for the ensemble-
dependent variables to stabilize from the initialized position. Once this has happened, 
they must also be run long enough to give a statistically valid average. Before and after 
the removal of the central atom from the lattice structure, the simulation is run for 20 
picoseconds with a time step of 1 femtosecond, giving 20,000 steps for each step, and 
40,000 steps in total. All properties were averaged over the last 10 picoseconds of each 
step. 

2.3.3 Alloys and structures 

Several alloys with different atomic percentages are used here: titanium alloys with 50%, 
55% and 60% aluminum. In real life, alloys never have exactly the right atomic 
percentage. To simulate this phenomenon correctly, the atoms have been changed at 
random.  

Starting with a 10x10x10 Ti-Al BCC structure, each atom had a chance to become 
titanium, this chance being the atomic percentage of aluminum desired in the structure. 

2.3.4 Vacancy formation energy 

To calculate the vacancy formation energy, a single vacancy was introduced into a 
perfect lattice with equilibrium lattice constants and structural relaxation of atomic 
positions. Only isolated, non-interacting defects were taken into account when calculating 
defect formation energy. 

In general, the energy of formation of a vacancy in a homogeneous bulk crystal that does 
not change phase can be described by: 

𝐸f𝑣=E(𝑛-1) –(𝑛-1/𝑛) 𝐸𝑛                                                                                                                      Equation (15) 

E(n-1) is the total energy of an atomic supercell containing a vacancy, while En is the 
total energy of this supercell before the vacancy was created. In this research, the energy 
of vacancy formation was calculated by taking averages in two different ways illustrated 
in the results section. 
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1) In this research, vacancy formation energy was calculated by taking averages in three 
different ways. In the first case, the total energy of the last 10,000 MD steps of each 
stage was averaged and integrated into equation 3. 

2) The energy per atom of each step was then averaged, and these values were used 
in equation 9. For the error, the variance of the energy per atom of each step was 
calculated, and these values were then used in equation 10. In the final method, the 
difference in total energy was calculated for each individual step, as shown in 
equation 12: 

𝐸𝑣, =E(𝑛-1), 𝑖-[(𝑛-1)/𝑛] 𝐸𝑛, 𝑖                                                                          Equation (16) 

Next, we calculate the total energy required to create the vacancy: 

𝐸𝑣=Σ𝐸𝑣,      10,000𝑖=110,000                                                                   Equation(17) 
 
3. RESULTS 

In this section, we present the results obtained on total energy before and after the 
creation of the vacancy, the crystalline parameter under the effect of temperature, all 
these physical quantities for operational temperatures of 1300, 1350, 1400, 1450 and 
1500K. 

3.1 Total energy and vacancy formation energy 

As we saw in the methods section, the vacancy formation energy was calculated using 
two different methods; both used the total energy of the atomic structure.  

As a result, these methods provide incredibly similar results, which are also of the same 
order of magnitude as previous literature on titanium vacancy formation energy.  

The results for total energy before and after vacancy creation are shown in Tables 3 and 
4. 

3.1.1 Total energies 

We present here the results of methods 1 and 2 on total energy in Tables 3 and 4. We 
note that total energy increases with temperature and decreases with the percentage of 
aluminum, regardless of the method used. 

Table 3: Initial energy method 1 

Temperature 
(K) 

Total energy (method 1) 

%Al 

50 55 60 

1300 -8436.8910 -8552.9930 -8517.2530 

1350 -8427.7296 -8536.8788 -8670.3846 

1400 -8428.4374 -8529.2554 -8656.4215 

1450 -8415.8137 -8523.6181 -8645.8855 

1500 -8418.1226 -8517.2530 -8645.9600 

Initial energies follow the same (increasing) order, whatever the temperature or 
percentage of aluminum in the Ti-Al alloy. 
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3.1.2 Total final energy and formation energy: 

The results of the second method, which are consistent with those of the first, are shown 
in Table 4. The formation energy values obtained interpret the possibility of 
obtaining the structure at any temperature. 

Table 4: Energy of formation (method 2) 

 

 For 50%Al: the structure can form around 1300K and is stable beyond 1450K; 

 For 55%Al: the structure is quite unstable whatever the operational temperature. This 
is reflected by the negative formation energies and therefore impossible to form at 
this percentage; 

 For 60%Al: the structure presents a duality, it is possible to obtain different (very 
unstable) phases around 1350 and 1500K. 

Total energy is of no significance to vacancy-forming energy. 

The results of methods 1 and 2 show that as temperature rises, the structure becomes 
more stable, especially when the aluminum content reaches 50%. 

3.1.3 Energy of formation 

The behavior observed on the energy of formation caused by the vacancy revealed by 
table 4, is almost random for different temperatures but presents a "V" evolution, for the 
same concentration whose order is translated by high-low-medium energy of formation 
as we have represented by figure 5.  

 

Figure 5: Energy of formation method 3 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10792464 

 

Mar 2024 | 71  

Figure 5 shows that, whatever the temperature, the Ti-50%Al structure remains possible, 
unlike the others, and 60%Al, which show stability at the lower and upper extremes 
respectively. Above 1400°K, however, the 60%Al structure is stable. 

3.2 Influence of temperature on the mesh parameter 

We have monitored the mesh parameter behavior of each of these titanium alloys, the 
results of which are presented in Table 5, where the variation of the crystalline parameter 
has been of key interest. 

Table 5: Mesh parameter evolution by temperature and %Al 

Temperature 
(K) 

Temperature and parameter 

%Al 

50 55 60 

init final diff init final diff init final diff 

1300 32.7 32.6968 -0.0032 32.7 32.6981 -0.0019 32.7 32.6992 -0.0008 

1350 32.7 32.6975 -0.0025 32.7 32.6988 -0.0012 32.7 32.6996 -0.0004 

1400 32.7 32.6983 -0.0017 32.7 32.6993 -0.0007 32.7 32.7008 0.0008 

1450 32.7 32.6988 -0.0012 32.7 32.7001 0.0001 32.7 32.7013 0.0013 

1500 32.7 32.6995 -0.0005 32.7 32.7007 0.0007 32.7 32.7020 0.0020 

 For 50%Al: although the difference decreases with temperature, it decreases 
negligibly, proving that the structure is stable around 50%Al; 

 For 60%Al: this structure shows the opposite tendency to the 50%Al structure, a 
particular phenomenon is reported which can be interpreted by the growth of the 
lattice parameter, observed around 1450K. However, we cannot affirm that this 
phenomenon is consistent with the presence of the gap in the 60%Al structure. 

  

Figure 6  a) : Mesh parameter by 
Temperature 

Figure 6 b) : b): Mesh parameter for 
%Al 

Figure 6 shows that, at the same temperatures, the difference in the crystalline parameter 
decreases with the percentage, and the higher the percentage, the less the structure 
deforms. 
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3.2.1 Crystalline parameter 

We have plotted the crystalline parameter as a function of pitch to analyze the structure's 
behavior, and found that the final structures do not have the same parameters (see Table 
5). 

   

1300 1400 1500 

Figure 7 a): parameter curve for 50%Al 

For 50%Al: the trend is identical for operating temperatures below 1500K, at which 
temperature the evolution of the parameter becomes linear. 

   

1300 1400 1500 

Figure 7 b): Parameter curve for 60%Al 

For 60%Al: the curve is very distinctive, starting out linear and then curving in the 
opposite direction to other alloys, above 1350K. 

32.696

32.6965

32.697

32.6975

32.698

32.6985

32.699

32.6995

32.7

0 20000
32.698

32.6982

32.6984

32.6986

32.6988

32.699

32.6992

32.6994

32.6996

32.6998

32.7

0 20000

32.6995

32.69955

32.6996

32.69965

32.6997

32.69975

32.6998

32.69985

32.6999

32.69995

32.7

0 10000 20000

32.699

32.6991

32.6992

32.6993

32.6994

32.6995

32.6996

32.6997

32.6998

32.6999

32.7

0 10000 20000

32.6998

32.7

32.7002

32.7004

32.7006

32.7008

32.701

0 10000 20000
32.6995

32.7

32.7005

32.701

32.7015

32.702

32.7025

0 10000 20000



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 03-2024 
DOI: 10.5281/zenodo.10792464 

 

Mar 2024 | 73  

We observed a reversal in the evolution of the lattice parameter around 1350K, and this 
observation was closely followed on the NPT and NVT assemblies represented by figure 
8 below for Ti-60%Al. 

 

 
 

 

 
 

Figure 8 :Mesh parameter trends (NPT+ NVT assemblies) 60%Al at 1350 and 
1400K 

This reversal in the evolution of the lattice parameter can result in a phase change 
around / beyond 1350K. 

However, we have observed the behavior of the mesh energy around these points, as 
shown in figure 9 below: 

 

Figure 9: Polynomial trend energy vs. crystal parameter for 60%Al 
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60% Al 
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Figure 10:  Mesh evolution initial, intermediate and final phases / front view and 
perspective for 60%Al, 1300 and 1400K 

 
4. GENERAL CONCLUSION AND OUTLOOK 

In the course of this work, we used the LAMMPS calculation code based on molecular 
dynamics. This work produced good results by employing the MEAM potentials of Ti and 
Al and also TiAl found in the database, without which observation of the vacant site effect 
would have been impossible. 

We have shown that for selected operating temperatures, the Ti-x%Al structure exhibits 
different behavior at temperatures of 1350K and 1400K. The Ti-50Al alloy has positive 
formation energies, so this structure forms at selected operating temperatures, which is 
not the case for Ti-55%Al. At 1350K, we observed a reversal in the mesh parameter 
behavior of the Ti-60%Al alloy, which we attributed to the phase change around 1350K. 

At 1400K, we observed a reversal in the behavior of total energy.In short, around 1400K, 
there are many alloys close to Ti-60%Al with the same energy, caused by the insertion of 
the vacant site. 

However, it would be interesting to continue this study around temperatures 1350-1400K 
and 1400-1500K for the 60%Al alloy. In the future, it would be interesting to study the 
phenomenon resulting from particle diffusion, as well as filling rates in Ti-60%Al alloys. 
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