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ABSTRACT 

The study in this research introduces a unified framework which could assist in precision agriculture through 
effective predictive analytics of water quality monitoring data and also the localization of water quality 
monitoring sensors.  It adopts analytical baseline to realize the proposed concept in the domain of wireless 
sensor network. The architectural design of the proposed system initially handles the redundancy of the 
data and performs data visualization followed by a preliminary analysis. The unified framework evaluates 
both classification and regression modeling to perform predictive analytics considering i) Logistic 
Regression Model , ii) KNN , iii) Random Forest and iv) Gaussian NB Classifier. The prime objective of this 
ML based solution is to accurately evaluate the reliability of the sensor data towards monitoring and 
assessing the water quality. This also indicates whether the sensor nodes are localized correctly or not. For 
this reason a set of performance metrics are considered for validation which are accuracy, precision, recall 
rate and F1_Score. The experimental outcome obtained from the simulation shows that the framework 
provides significant insight about the suitability of the reliable learning model among the four ML based 
approaches for predictive analytics on sensor node placement strategy. It also verifies the reliability of the 
water quality measurement sensor data with assessment of accuracy.  

Keywords: Precision Agriculture, Wireless Sensor Networks, Artificial Intelligence, Machine Learning, 
Predictive Analytics, Water Quality Monitoring  

 
1. INTRODUCTION  

The idea of precision agriculture (PA) has evolved to bring new shifts to conventional 
agriculture through the advancement of various modern technologies such as the Internet 
of Things (IoT). However, the term PA is also often referred to as digital farming or 
intelligent agriculture, which uses diverse technologies in conventional farming practices 
to improve productivity and sustainability with lower costs and minimal human efforts [1]-
[3]. Sensor nodes from wireless sensor networks (WSN) also form a basis for IoT, which, 
combined with the aid of artificial intelligence and diverse communication policies, build 
an eco-system for efficient, robust, and flexible architecture that can serve the purpose of 
agricultural crop monitoring and disease identification through PA [4]. WSN of on-field 
sensor nodes generates a large volume of data that can be used for several practices in 
PA. The proper understanding and interpretation of such data and the historical data 
corresponding to various agricultural factors leads to timely and informed decision-making 
and planning in PA [5]. The traditional data delivery model imposed by WSN in the 
physical layer get affected by various limitations of real-time monitoring. This happens 
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due to the exacting and obstinate constraints of communication channels in the rural 
environment. There are other reasons as well, which include the improper placement of 
the sensor network, the election of communication protocols, channel conditions etc. 
which restricts the system from meeting the specific goals of monitoring cost-effectively 
and accurately.  The following Fig. 1 shows three different views associated with the 
evolution of WSN deployment, where the latest deployment mode provides tremendous 
facility to deal with the real-time data and facilitates in PA.  

Sensor Node Cum Sink Node Sink Node Cum Monitoring Device Internet

 

Fig: 1 Deployment Evolution of WSN in Three Different Views 

The architecture deployment of WSN in the context of PA considers different scenarios 
as per the need of application and deployment conditions. It is observed that 
synchronizing the WSN with Internet communications yields better possibilities for data-
driven decision-making in analytics. The prime reason is that by integrating the cloud, the 
predictive model-based decision support can be executed, and the outcome can be 
published on the user devices and distributed monitoring systems in the Edge layer of the 
PA eco-system [5-8].   For precision agriculture, sensor network architecture and data 
accuracy play an important role. A model has been designed that securely aggregates 
the data for transmission from sensor nodes to the base station [1]. However, it is quite 
essential to have an accurate measure of the data quality. The study also considers the 
role of water quality measurement sensors (WQMS) placement in capturing the vital 
environmental event data corresponding to water quality index (WQI) factors.  This assists 
in planning and informed decision making for sustainable and productive PA. This paper 
uses suitable machine learning models to predict the placement of water quality 
measurement sensors (WQMS) based on artificial intelligence. The accurate placement 
of the WQMS ensures better quality for the PA.  
 
2. Literature Review  

The study in this phase of the research explores the trend of existing studies to draw the 
conclusion from it about the strength and limitations associated with the techniques in PA. 
There are various research based solution which have emphasized on assessing 
environment factor changes and the monitoring of various aspects such as air quality 
(AQ), noise pollution, emitting gas monitoring etc. have implications on the human health. 
Various related works also have studied how the pattern in the fluctuations of air quality 
index (AQI) varies with respect to different urban development conditions which have 
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resulted in air pollution, water pollution due to extensive growth of industrialization and 
increasing vehicular traffic density among the cities. The monitoring of pollutants such as 
SO2, CO2, O3, and NO2 is needed to be effectively implemented. It has been observed 
that various machine learning (ML) based solutions have implications on correcting the 
time-series data which could effectively enhance the performance of the learning models. 
The study of (Amuthadevi et al, 2021) also introduces an LSTM based learning solution 
to deal with the redundant information of the time-series data which are gathered on the 
basis of real-time event [9]. It can be also seen that ML models are also deployed for WQ 
monitoring which has influenced the positive outcome in drinking water treatment which 
is identified in the recent study of (Li L et al, 2021) [10]. The survey work in this phase of 
the research basically shows how various AI based methods could assist in categorizing 
the contaminant and other factors of water and derive informed decision making for the 
drinking water plant operations. The study of (Heo S et al, 2021) [11], (Sundui et al, 2021) 
[12] also emphasized on the AI approaches for waste water treatment purposes from the 
WQ point of view. The research in the similar direction also can be observed in the studies 
of [13-15]. There are related studies of (Zhao et al, 2021) [17], (Chandra et al, 2021) [18] 
and (Van et al, 2021) [19] which have worked on the data related to noise pollution. The 
studies have reviewed the aspects of the problem background associated with the noise 
pollution and it assisted in realizing how the sound originated from daily traffic or bursting 
fire crackers on occasions in urban and semi-urban areas can affect both the physical 
and mental health of the people. The study also evaluated the propagation of the noise 
considering statistical correlation factor which could predict and identify the affected 
population and accordingly remedial steps can be taken. However, the gap in proper 
selection of suitable ML based approaches to correctly apply the predictive learning 
model restricts their implications on these data analytics which poses limitations in 
identifying the accurate and to be impacted zones. The prime reason is the variability in 
the categorization of the noises over the dataset. This accuracy is further improvised in 
the work of (Alvareset al, 2021) [16] considering lower-level dataset of sensor network 
and further effective selection of predictive learning model. However, very lesser 
emphasize has been found in the domain of PA where the scope of application of ML 
based approaches are higher. It has been also observed that despite of various research-
based solutions the proper WQ monitoring is yet to achieve full-fledged solution for PA.  
 
3. Research Problem  

The role of water quality monitoring in PA is of significant concern in agriculture, and in 
the last few years, significant research effort has been led to develop water quality 
monitoring systems (WQMS) to elevate decision support systems (DSS) for PA. The idea 
of WQMS refers to the development of a computation model which captures vital 
information related to different water quality factors such as temperature, the value of 
dissolved oxygen (DO), pH value, conductivity, ammonia concentration, and many more. 
The proper statistical analysis of these factors yields proper and effective data-driven 
informed decision-making about the critical situations, which in return assists in 
enhancing the quality of PA. The analysis of existing research-based models in PA 
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provides the idea that the available literature is rich and contains a variety of schemes 
and solutions for environmental monitoring. However, not a single research study focuses 
on the aspect of sensor placement concerning capturing reliable data in the case of water 
monitoring which could make the PA more effective. Thereby, it is quite obvious that if the 
WQMS node placement is not proper and not precise then it affects the process of data 
capturing. This scenario misleads the environmental planning and critical decision-
making processes [20]. For example, it can be said that if WQMS nodes are incorrectly 
placed it can capture redundant and false data and the flawed data eventually affects the 
analysis process and the conclusion drawn from the data do not contribute to the PA. 
Therefore, this situation can be avoided by precise WQMS node placement strategy 
which not only avoids capturing of redundant data but also ensures data reliability. It has 
to be also noted that no traditional research-based solutions have suggested a unified 
framework that could have supportability of processing massive amount varied dataset 
corresponding to WQ as produced by the sensor nodes. The implementation of the 
existing systems are mostly carried out considering complex mode of execution which 
involves recursive operations resulting computational burden to the system. This restricts 
the scope of those models in mapping with the real-time use-cases of PA. It is also 
observed that literatures and recent publications do not provide the idea in which basis 
they have developed their predictive models. The literature review also outlines the 
implications of machine learning (ML) and deep learning (DL) models in designing 
predictive modeling for PA. However, it is also observed that several ML/DL based 
approaches have their own short of advantages and limitations. Selection of a suitable 
ML/DL based approach in designing the predictive model is not at all easier for different 
parameter settings of WQI. Thereby the problem statement of the proposed research 
study could be: “It is quite challenging to design reliable and efficient ML or DL based 
predictive model considering empirical and evidential analysis which could assist in 
enhancing the decision support system for WQMS placement”.  
 
4. SYSTEM MODEL 

The system model of the proposed framework considers an effective strategy where in 
the initial phase of computation the system model considers water quality (WQ) data 
collected by the sensors during an environmental event. The prime aim of the proposed 
study is to design a unified framework of adaptive and reliable WQ monitoring systems 
through predictive analytics which enhance the quality of PA and also verifies the 
accurate placement of WQMS. It also influences the livable, healthy and sustainable 
surroundings suitable for the agricultural growth and productivity. The collected huge 
dataset related to WQ undergoes through data visualization and exploration phase which 
makes the suitable for the predictive analytics and influences insightful outcome that 
could assist in enhanced PA operations. The overview of the system model and its 
essential components are presented with the following schematic diagram which also 
represents the flow of execution.  
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Fig: 2 Schematic Architecture of the Proposed Framework for WQ data reliability 
validation 

4.1 Dataset Description 

The King County open dataset provides open-source data for the environment related 
aspects that is taken for the design of the evaluation model used for the PA wherever the 
WQMS placement predictions are predominate. The dataset file size is 228 MB on disk 
as CSV file format. The samples in King county open dataset have been collected from 
three distinct sources such as i) streams, ii) lakes, and iii) Puget Sound.  The dataset 
datapoint are very large to upload in the tradition data viewer. Therefore, on the load it 
loses many datapoints, thus it cannot be analyzed using the conventional analytics 
methods. The framework design in this phase considers data visualization and also 
performs exploratory analysis for the purpose of understanding the WQ dataset [46].  

4.2 Dataset Visualization and Exploration 

The model explicitly usage a data import to load the dataset from the file format to the 
computationally transformed structure as in the figure-1.  

Dataset

Data Importer and 

Transformer

(DIT)

H1

V1

 

Figure-1 Dataset Transformation to Header and Value Pair 

The Fig. 1 clearly shows how the dataset (dWQ) is loaded into the system considering the 
data importer and Transformer (DIT) object module which basically computes the header 
(H) and value (V) pair for the respective attributes of data identifier{H, V} ∈ dWQ. It also 

considers the datatype (Dt) for key-value attributes. The following Table-1 exhibits the 
detail of the data identifier along with Dt in tabular form.  
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Table-1 Data Visualization of dWQ w.r.t H, V and Data-type 

 

The further also extends the data visualization process to the preliminary analysis phase 
which carries out simplified operation on the data to understand its characteristic features. 
It also further provides better idea about the dynamics and nature associated with the 
dataset. This means that it indicates whether the dataset is in continuous or in discrete 
form. Also the preliminary operations helps to determine which variables should be 
considered as predictors (input) and which should be considered as response (output) 
towards evaluating the specific predictive model. The details of the preliminary operations 
are as follows from the WQ data exploration point of view.  

4.3 Preliminary Analysis on dWQ 

The completion of the process of data visualization enables the further stage of 
computation for preliminary analysis of the computationally assessable structure of dWQ. 

The following Fig. 3 shows that the depth histogram visualization of the probability 
distribution of the water depth measured data with respect to density.  It clearly exhibits 
that significant amount of water lies in shallow depth measure. However, the visual 
interpretation of the outcome also exhibits that in some places the water depth belongs 
to 50 meters which is approximately 164 feet deep. It defines the density factor of the 
function and how the measure of probability lies within the distinct range of values and 
also it evaluates how for normal distribution the mean the deviation exists.  

 

Fig. 3 Water Depth Histogram Visualization 

 The Following Fig. 4(a) shows the visualization of the data samples collected from 
different regions of the city. A proper interpretation from the visualization of the data 
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shows that most of the data are taken from the lakes. It mostly ensures good WQ data 
collected by the sensors however, in the case of shallow water the data collected in this 
region might implicates low WQI which could also result in imbalance in the dataset.   

 

(a)        (b) 

Fig. 4(a) Number of samples collected from different region, (b) Depth of water in 
various area 

The analysis of Fig. 4(b) shows that depth of water in various regions. The interpretation 
of the dataset shows that frequency of shallow water is higher in the case creeks and 
other regions. On the other hand, deep water can be visualized in the case of Washington, 
lake Sammamish, and Lake Laughing etc. The visualization of the data also show that 
the most number of data is collected from the shallow waters where the number of data 
samples collected from the deep water is comparatively lesser in percentage.  

 

Fig: 5 Analysis of number of samples 

The interpretation of the Fig. 5 shows that number of the collected samples for huge 
number of provisional data. The data sample range is approved through QC and also 
according to standard documentation. Here provisional data refers to the data where the 
final count might vary. The interpretation shows that high quality of data is in large number 
whereas limited number of poor and redundant WQ data also be in presence. 

The study also defines the quality id for the collected data which is represented viz.  

0 – Quality Unknown  
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1 – Good Data, Passes Data Manager QC  

2 – Provisional Data, Limited QC  

3 – Questionable/Suspect  

4 – Poor/Bad Data  

5 – Value Changed (see Steward Note) 

6 – Estimated Value  

9 – Missing Value  

The study also further assess the data of WQ type and evaluates the trend of the data in 
the following graph. The Fig. 6(a) exhibits that the quality of data value of third sample 
attribute poses higher degree of percentage corresponding to having poor quality and 
redundant attributes in comparison with the other sample type. This also indicate that the 
presence of third sample attribute could make the dataset imbalance and misleading. 
However, the study in this research work applies a regularized module to handle the 
inconsistency factors in the dataset and makes the data suitable for predictive analytics 
development strategy considering the aspects of ML.  

 

 (a)       (b) 

Fig: 6(a) Analysis of percentage of data samples, (b) Analysis of the depth 
measure for sensor for quality data 

The Fig. 6(b) shows that average depth measure for the sensor deployed for the analysis 
of quality of capture WQ data. The study further performs the predictive analytics with the 
prepared dataset.  

4.4 Predictive Analysis 

During the design phase of the predictive modeling the study assess the nature of the 
dataset whether the dataset is continuous or discrete. This operations helps in computing 
the predictors (input) for the model and also it helps in determining the response variable 
in the form of output. This further helps in modeling the predictive framework. The design 
of the predictive model considers both classification and regression aspects and 
evaluates different ML based approaches such as Logistic Regression (LR),  K-Nearest 
Neighbour (KNN), Random Forest Classifier (RF) and Gaussian NB Classifier (GNB) to 
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carry out the predictive analysis based upon requirement. The classification techniques 
here evaluated for discrete dataset whereas in the similar fashion of implementation the 
regression models are evaluated for continuous dataset. The outcome of from the 
predictive analytics basically determines the reliability score of the specific model towards 
learning from the data. The quantified measure of statistics correspond to outcome also 
validates the performance of the learning model in verifying the WQMS data reliability 
which also helps in determining their localization factors. That means if localization of the 
sensors are precise then the model learning performance with respect to the reliable data 
will be higher with respect to accuracy. The following are the brief of the classifier and 
regression models used in the formulated predictive framework.  

a. Logistic Regression: This refers to a baseline classification model which is having 
similarity with the linear regression (LR) model in its functional execution modeling.  This 
functions with incorporating generalized linear model and also incorporates the strength 
factors of sigmoid as a connection function Σc(x). This basis of classification model uses 
1 weight factor for each variable and a bias. This study also verifies its suitability in linear 
data. That means it works best when the predictor and response data having linear 
relationship. The study have evaluated this model on the linear data and further extract 
the insights from the outcome as shown in the next segment 5.  

b. Gaussian NB: The framework considered the potential factors of this model and 
utilized the concept of probabilistic classification considering the Bayes theorem on the 
WQ data. The model basically predict the outcome associated with the learning accuracy 
and also verifies the reliability of the collected WQ data. This Gaussian distribution model 
is best suited for probability based classification problems. The study also applied this 
model over the data for learning and assessed its outcome in terms of accuracy of water 
quality monitoring factors.  

c. Random Forest Classification: This model characteristics are similar to the random 
forest regression schema. It differs from the random forest regression by defining a class 
in the leaf node instead of value. Final outcome of the classifier basically aggregates the 
results from the decision trees. It considers the count of classes during the aggregation 
process instead of averaging.  

d. KNN Model: This model is a prominent classifier which maps the class corresponding 
to N nearest nodes and also computes the repeated count of neighbour to perform the 
clustering or classification of data.  
 
5. RESULT AND DISCUSSION  

The formulated predictive framework constructs a basis for implementing an efficient and 
automated model that could verify the reliability of the WQ data collected by the WQMS 
placement. This approach of validating the reliability of the WQ data not only ensures 
better sensor node placement strategy but also enhance the PA quality aspect from the 
monitoring point of view. The design and the development of the framework considers 
Anaconda tool where the programming language used is Python. The framework 
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evaluates four different models for analyzing the WQ data which assist in further 
predictive analysis. The Fig. 7 further shows that comparative analysis of the outcome 
associated with four different ML approaches which also ensures the suitability of the 
implications of the ML approaches in enhancing the PA.  

5.1 Performance Validation for WQ dataset 

The prediction performance outcome on the WQ dataset are further applied on the 
classifiers KNN, Logistic Regression, Gaussian NB Classifier and Random Forest 
Classifier. The data samples mostly contains discrete dependent values and the models 
are further fed with this data to determine the reliability of the sensory data towards 
monitoring and assessing the WQI. The following Table 1 shows the quantified 
comparable outcome obtained for different performance metrices such as Accuracy, 
Precision, Recall and F1-score.  

Table-2 shows quantified outcome obtained for the classification techniques in 
this context. 

 

 

Figure: 7 Comparable outcome assessment for different models 

The above Fig. 7 clearly shows that Random Forest Classifier attains significant 
performance in validating the reliability of the sensor data in terms of accuracy, precision. 
Recall and F1-score. The assessment of the metrices also shows the effectiveness of 
these algorithms on evaluating the training models. The overall outcome shows that 
although random forest outperforms other classifiers but Gaussian NB classifier also 
works effectively with the dataset that contains more discrete values. It has to be noted 
that if more discrete values are present in the dataset that indicates retention of better 
performance of the decision tree algorithms.  
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6. CONCLUSION  

The study introduces a novel framework modeling to assess the reliability of the WQMS 
data through predictive analytics. The study numerically designs and develops the 
framework in such a way where it provides a supporting baseline to carry out the 
implementation of four different predictive models such as KNN, Logistic Regression, 
Gaussian NB classier and Random Forest Classifier. The study targets to enhance the 
performance of WQ monitoring to a higher extent so that it could help in PA. In this regard 
the study not only evaluated the sensory data reliability through the predictive analytics 
but also the insights obtained from the learning helps in determining whether the sensor 
node placement strategy is effective or not. The study outcome from the classification 
and regression analysis viewpoint shows that Random Forest Classifier yields better 
accuracy, precision, Recall and F1-score that could lead to a sustainable and effective 
WQ monitoring environment in PA. It also provides a significant insight that RF works well 
with the discrete data samples as our WQ dataset also consists of more number of 
discrete data samples. The future work of the research further pave its path towards 
enhancing the performance aspects of environmental monitoring in broader spectrum 
through predictive analytics.  
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