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Abstract  

Predicting student academic performance is linked to developing the best educational policies in higher 
education, which significantly impact economic and financial development. The wealth of readily available 
educational data makes it possible to address student issues, improve the learning environment, and 
make decisions based on data through the use of technology-enhanced learning platforms. It is 
impossible to evaluate a student's standing at a university without considering their academic 
performance. It allows academic staff, administrators, and decision-makers to evaluate students 
throughout a semester accurately. It also aids students in assessing their performance and improving it. 
This paper presents a comprehensive review of related studies on student academic performance. 
Several techniques have been reviewed, such as Support Vector Machine (SVM), Naïve Bayes (NB), 
Logistic Regression (LR), Decision Trees (DT), Extreme Learning Machine (ELM), Artificial Neural 
Network ANN, k-Nearest Neighbors (kNN), and ensemble methods such as Bagging, Random Forest 
(RF), and Adaptive Boosting (AB). In addition, student factors have been used and compared through 
different classifiers. Accordingly, the findings confirmed the usefulness of Neural Network as the most 
competitive classifier, and academic assessment was a prominent factor when predicting students’ 
academic performance. 

Key words: Prediction Models, Data Mining, Academic Performance, Deep Learning  
 

1. INTRODUCTION 

In the present information era, education is one of the most important factors in 
determining the level of literacy in a society and the rate at which a country's economy 
grows. Education not only improves the ability to make decisions but also helps create a 
generation that is more competitive [1]. One of the most important criteria for evaluating 
students at a higher education institution is their academic performance. Colleges, 
educational institutes, and schools are expanding at a faster rate to provide better 
education to students in this competitive world. The educational institutions place a 
premium on producing graduates who excel in both academics and extracurricular 
activities. They keep track of how students perform in a particular field and where they 
require additional training [2]. The performance of the student shifts throughout the 
course of an academic year, and the number of students who fail an academic course 
rises as a direct result of a deterioration in that student's performance for a variety of 
reasons [3].  

There are a number of factors influencing students’ academic performance, and those 
can be used for predictions. Accordingly, the literature revealed that the students' 
factors that affect the student's academic performance are gender, high school grade, 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN：1671-5497 

E-Publication Online Open Access 
Vol: 41 Issue: 09-2022 
DOI 10.17605/OSF.IO/CHJF2 
 
 

                                                             

                                                                                                                                                                  Sep 2022 | 197  

 

assignment performance, attendance, student parental education, student family status, 
living location, students' previous marks, financial background, teaching methods, 
seminar performance, test marks, general proficiency, Interest in a particular course, 
study behavior, engage time and family Support, previous schools marks, admission 
type, accommodation type, parent's occupation, parent's qualification 
[4],[5],[4],[6],[7],[8].  

The above factors can assist in predicting students’ performance. Next, many Data 
Mining (DM) techniques and tools are now being used to assist in accurately analyzing 
prediction results. The Educational Data Mining (EDM) domain is students’ academic 
performance (SAP) prediction domain. EDM tools frequently generate prediction models 
to aid SAP prediction that monitors students' academic progress and helps students 
and other education stakeholders identify essential strategies to use. 

Academic performance prediction is concerned with determining whether or not a 
student is likely to be retained in an academic institution because of their academic 
performance and perhaps other factors. These include socioeconomic, academic, and 
psychological factors. As a result, education stakeholders need to pay more attention to 
this group of students if they want to help them stay in the system and achieve their 
educational goals.  

For predicting students' academic performance, several studies in educational data 
mining have used data mining techniques such as Support Vector Machine (SVM), 
 Naïve Bayes (NB), Logistic Regression (LR), Decision Trees (DT), Extreme Learning 
Machine (ELM), Artificial Neural Network ANN, k-Nearest Neighbors (kNN),and 
ensemble methods such as Bagging, Random Forest (RF), and Adaptive Boosting (AB). 
Other data mining techniques used to predict student academic performance included 
the use of Deep Learning, Nature-Inspired algorithms, and hybrid methods. These 
studies demonstrated the ability of these techniques to accurately predict student 
performance at various levels of study using a variety of student performance factors. 
However, more research is still needed in order to conduct and produce an improved 
framework for student academic performance predictions. The purpose of this literature 
review was to examine the current research on the major factors influencing students' 
academic performance, as well as the impact of various types of data on various 
classifiers. 

The following is a breakdown of the paper's structure. Section 2 delves the search 
methodology, while Section 3 delves into the methods used for student academic 
performance. Finally, Sections 4 and 5 outline the discussion and conclusion of this 
literature review, respectively. 
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2. SYSTEMATIC REVIEW METHOD 

In this study, the systematic literature review (SLR) methodology that adheres to the 
suggestions made by Kitchenham et al. (2009) was applied. SLR has a number of 
benefits over unorganized and unreliable literature reviews because it is more likely to 
be regarded as reliable and impartial [9]. Information obtained from SLR is also very 
reliable because it comes from a variety of sources. The three phases of SLR are 
planning, conducting, and reporting [10]. 

2.1 Research Questions 

Our objective in this paper is to answer the following question:   
What methods are used in students’ academic performance prediction? 

2.2 SEARCH STRATEGY 

Multiple databases, including Science Direct, Scopus, IEEE Xplore, ACM Digital Library, 
and Google Scholar, were used in the search for manuscripts. Between 2014 and 2021, 
research articles were searched. Search terms used to find articles included "student" 
AND "predict*" AND "Academic performance" AND "factors" AND "review" OR "survey". 
In the search, about 3,800 results were found. The papers were thoroughly investigated 
with the keywords listed as focus of the analysis. In the end, 86 papers have been 
reviewed.  
 
3. METHODS USED FOR STUDENT ACADEMIC PERFORMANCE PREDICTIONS 

There are numerous methods for predicting student academic performance, and this 
section provides an overview of the data mining classifiers used in each classification. 
Figure 1 depicts the approach taken to predicting student academic performance from 
three human endeavor fields: Learning Analytics, Educational Psychology, and Data 
Mining. It has been hypothesized by Educational Psychology researchers that certain 
psychological factors have an impact on a student's performance; for example, [11] look 
at the impact of students' feelings toward their own academic control and academic 
emotion on their grades. 

To put it another way, when compared to educational psychologists' adopted method of 
analyzing students' performance in learning. The purpose of learning analytics is to 
better understand and improve learning and the environments in which it takes place 
through the systematic collection, organization, analysis, and reporting of data about 
learners and their contexts. An example of one of these methods is the use of statistics 
and other forms of data analysis such as web analytics and operational research. There 
have been a number of studies in this area, including [12], who used a method of 
advanced learning analytics to student academic prediction. Data mining for educational 
purposes is a relatively new field that is rapidly growing in popularity, Data Mining (DM) 
has a lot of applications in student academic performance predictions. There are three 
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types of DM approaches that have been used so far: semi-supervised learning, 
supervised learning, and unsupervised learning. 

There are two types of supervised learning models: generative and discriminative. It's 
important to note that a generative model defines the joint probability distribution P(x, 
y) of inputs (x) and outcomes (y) while a discriminative model defines the conditional 
probability P(y|x) of outputs (y). Classification problems are solved directly rather than 
through an intermediate step in discriminative models, in contrast to generative models. 

Support Vector Machine (SVM), Logistic Regression (LR), k-Nearest Neighbor (kNN), 
Neural Network (NN), and Random Forest (RF) are examples of commonly used 
discriminative models, while Decision Trees (DT) and Naïve Bayes (NB) are examples 
of generative models. 

Figure 1: Methods for Student Academic Performance predictions 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 NAÏVE BAYES (NB)  

This classifier is based on the Bayesian probability theory, which holds that every 
attribute in a dataset belonging to a particular class is completely unrelated to any other. 
Strong (naïve) independence assumptions were used in the classification task, 
assuming that each variable contributed equally. It is a method for describing and 
predicting whether or not a target tuple belongs to a particular class. 

The Naïve Bayes method has been used in several studies to predict student academic 
performance, the works include Aziz et al. [13] was used to analyze the performance of 
students from the Student Entry Management Database and Unisza's academic 
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databases. As a dependent variable, Grade Point Average (GPA) is used to predict 
students' performance based on the other five independent variables, with labels such 
as "poor," "average," and "good." According to their findings, NBC had the highest 
accuracy of 57.4 percent, and family income was the most influential predictor of 
students' performance, with a probability of 56.8 percent when three-fold cross 
validation was applied. Predictive model outperforms when tested three times on 
average students, but it fails to do so when tested three times on students who are less 
average. 

Kaur, Singh, and Josan [14] used the Naïve Bayes algorithm, as well as other 
algorithms such as SMO, MLP, and J48, to prediction student performance and display 
the results based on classification-based algorithms. Various classification algorithms 
(Naïve Bayes, Multi-Layer Perceptron, J48, REPTree, and SMO) were used to test a 
dataset from a high school. FP Rate, TP Rate, recall, precision, ROC area, F-measure, 
and accuracy were used to test and validate the models. There were no other classifiers 
that performed better than the Multi-Layer Perceptron in the study, with an accuracy of 
75%. 

On the dataset of undergraduate students, Mueen, Zafar, and Manzoor [15] used three 
different classification algorithms: Neural Network, Decision Tree and Naïve Bayes. 
Naïve Bayes was found to be superior to the other two algorithms, with an accuracy rate 
of 86%.  

Applying this method to fictitious information containing nine attributes, Kaur and Singh 
[16], used Naïve Bayes alongside a variant of Decision Tree, J48. The outcomes of the 
classification revealed that the Naïve Bayes algorithm, with a prediction accuracy of 
63.5%, outperformed the J48 algorithm, which had a prediction accuracy of 61.5%. The 
classifiers' prediction accuracy is used to make comparisons between the techniques.  

Agrawal, Vishwakarma, and Sharma [17], Naïve Bayes, random forest, rule induction, 
and decision tree were used to classify student records from two Portuguese schools. 
At cross validation folds of 10, 20, 30, 40, and 50, the decision tree outperformed the 
other classifiers, but all of the classifiers employed, performed within the same range 
and were extremely close including the Naïve Bayes. 

3.2 DECISION TREES (DT) 

Use of data mining methods like decision trees is commonplace. A root node (the first 
node) starts with an attribute, which is then divided into leaves, which can be further 
divided into other leaf nodes (internal nodes with an incoming edge and/or several 
outgoing edges) according to certain criteria. Tree termination occurs when the last 
node in a tree has no outgoing edges. The attributes in a dataset are used to create a 
top-down tree-like model in a decision tree, which is a supervised classification 
technique. Decision trees use leaf nodes to represent the predicted class label for each 
instance [18]. 
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There are two phases in every decision tree classifier: the building phase and the 
pruning phase. First, the tree is constructed by recursively splitting the training set 
according to local optimal criteria until all or nearly all of the records in each partition are 
labeled as belonging to the same class as the previous one. Nevertheless, overfitting is 
a possibility and is dealt with in the second phase of pruning. This phase enhances 
classification accuracy by removing noise and outliers from the tree. Decision trees also 
included the C4.5 or J48, C5.0, the CART, and ID3 (the Interactive Dichotomizer 3). 

Ogunde and Ajibade [19] used the ID3 decision tree algorithm to link students' final 
graduation academic results to their entry grades, and many other studies have used 
similar algorithms to predict student academic performance. The academic department 
of Redeemer's University provides data on gender, student entrance exam 
scores, graduation grades (B.Sc), and entry grades in secondary school. The ID3 
algorithm was applied to the dataset using WEKA, and the rules generated by the 
application were incorporated into the knowledge base for the Java prediction system. 
Even before they started college, the developed prediction system was able to aid in 
predicting student final grade. 

Joseph and Devadas [20] used 56 students from the first batch of CSE students at the 
College of Engineering Munnar to develop the weighted modified ID3 algorithm to 
predict students' performance. ID3 (52.08 %), C4.5 (45.83 %), and CART (56.25 %) are 
all outperformed by the modified weighted ID3 (76 %) prediction accuracy. End 
Semester mark was used as well as previous semester mark and class test mark. 
Attendance in class and lab work were also taken into consideration. The purpose of the 
study was to see how well the algorithm had been modified. 

Al-barrak and Al-razgan [4] using WEKA, the Computer Sciences College students at 
King Saud University of the year 2012 dataset was used to predict the students' final 
GPA using the J48 decision tree algorithm. There was a stronger correlation between 
students' final GPA and Java2 than Java1 in this study, indicating that students' final 
grades were heavily influenced by Software Engineering. Using the J48 algorithm, the 
resulting tree revealed that Java1 has the greatest impact on a student's final grade 
point average (GPA). 

Afeni, Oloyede, and Okurinboye [21] predicted student performance in six academic 
departments at Joseph Ayo Babalola University using ID3 and C4.5 algorithms. Using 
four performance metrics, the model's accuracy, precision, false alarm rate, and 
sensitivity were all verified to be accurate, and reliable. With a 61 % accuracy rate, the 
ID3 algorithm outperformed the C4.5 algorithm. 

3.3 LOGISTIC REGRESSION (LR) 

This is a linear model for categorical response variables. Probability of a certain value 
for the dependent variable is calculated. In fact, logistic regression can only be used 
with a categorical binary output variable, even if the inputs are quantitative. The final 
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probability value of the output can be used to draw a conclusion about which categorical 
value, 0 or 1, is more likely to occur after the logistic regression probability for all inputs 
has been calculated [22]. 

Logistic regression was usen in many studies for student academic performance 
predictions such as [23] as they used data from the university database of the University 
of Washington in the United States to model student dropout. The dataset contains the 
data of 32,538 students, and k-nearest neighbor, Random Forest and regularized 
logistic regression were used to predict binary drop-out based on 784 additional factors 
such as gender, race, GPA, resident status, and so on. Their findings show the 
strongest individual predictors of attrition were GPA in English, elementary, psychology 
and Math courses. 

3.4 SUPPORT VECTOR MACHINE (SVM) 

Support Vector Machine (SVM) is an algorithm with a set of distinct characteristics. 
Nonlinear separation problems can be solved by mapping nonlinearly separable points 
into a higher-dimensional space, where a linear classifier can then be applied, 
according to the "kernel trick"  [24]. In contrast to other learning algorithms, SVM doesn't 
suffer from the problems of computational complexity or overfitting. It is based on a 
linear model that uses an algorithm to find the maximum margin hyperplane. With 
linearly distinct classes, the maximum margin hyperplane is most effective at separating 
them. Multivariate and categorical variables can be handled by SVM, which can perform 
classification and regression tasks at the same time [25], [26]. 

Another way of saying this: the SVM is a classifier that works by creating 
multidimensional hyperplanes to separate cases with different class labels. Examples 
are added to the database and given a category based on where they fit into the overall 
scheme. 

Bhagvatula et al. [27] used SVM, NB, and J48algorithms to predict student performance 
and investigate academic performance. While, Lakkaraju et al. [28] developed a 
machine learning framework using four other data mining algorithms additional to SVM 
to identify high school students at risk of not graduating.  

Asogbon, Samuel, Omisore, & Ojokoh (2016) developed a multi-class SVM for 
performance prediction using a University of Lagos dataset. Using 7-fold cross 
validation, multi-class SVM accurately predicted student performance [29]. 

To classify students' performances, Burman & Som (2019) using RBF and linear basis 
functions (RBF) as kernels for multi-classifier SVM. The two SVM variants were applied 
to students' data psychological parameters gathered through questionnaires. A 
prediction accuracy of 90.97% was found for RBF kernel SVM over its linear counterpart 
[30]. 
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3.5 NEURAL NETWORK (NN) 

An input/output unit in a neural network has a weighted combination of inputs and 
outputs. Neurons found in human brains were used as a basis for it. Simulated neurons 
are connected in a network similar to the brain's actual neurons. It is possible for the 
network to learn by changing (or being changed by a learning algorithm) the strength of 
neural connections in response to an input stimulus or an output. The network adjusts 
its weights during the learning phase so that it can correctly predict the class labels of 
the input tuples [31]. 

Neural Network has been used in a number of research studies, Osofisan, Adeyemo, 
and Oluwasusi (2014) used MLP, a variant of Neural Network, and the J48 algorithm to 
investigate the behavior of student performance data. The researchers tested the two 
algorithms on M.Sc students' data from the University of Ibadan's Computer Science 
department to see how well they performed in mining educational data. Despite the fact 
that the J48 algorithm (0.25secs) took less time to build than the MLP (2.7secs) on the 
training dataset, the MLP algorithm (98.3 %) outperformed the J48 algorithm (85.4 %) in 
prediction accuracy. The same trend was seen in the test dataset, with MLP achieving 
60.2 % accuracy in 5.93 seconds and the J48 model achieving 52.8 % accuracy in 0.04 
seconds. As a result, the study concluded that in mining educational data, Artificial 
Neural Networks provide the best classification and prediction results [32]. 

Ruby and David [33] predict pupils' educational performance and evaluate factors that 
influence student performance predictions using MLP. The Multi-Layer Perceptron 
(MLP) algorithm was used to model student performance using data from a PG 
Computer Application course. WEKA was used to generate MLP models for the two 
datasets with high influencing factors (7 attributes each), as well as the entire dataset of 
12 attributes. Research shows that models based on highly influential factors perform 
better than models based on any one or more of the other 12 attributes. 

3.6 K-NEAREST NEIGHBOR (KNN) 

This algorithm selects a value for K, the number of neighbors, searches the training set 
for K observations that are close to the target, and uses the most popular response 
value from the K closest neighbors as the predicted response. It starts with K=1 for 
parameter tuning, then KNN searches for one closest observation at a time until the 
best value for K is found, at which point it increases by one [34]. This technique was 
used in studies like Asif, Merceron, et al., [35] to analyze the students' performance 
using a variety of methods. 

Another study by Verma, Singh & Verma [36], Students' academic performance was 
predicted using kNN and other mining methods. To analyze the dataset of SPSU 
University students, the researchers used six algorithms, including two Bayesian 
classifiers – Naïve Bayes and BayesNet, two rule learners – OneR and JRip, J48 
(C4.5), and an instance-based learner (k-NN). These include birth date, gender, current 
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semester's total university score, and location and so forth. Researchers found that a 
student's university entrance score and a number of first-year exam failures were 
among the most critical factors in classification. 

3.7 RANDOM FOREST (RF) 

This is a method that combines a number of different decision tree classifiers into a 
single forest. The split is determined by selecting random attributes at each node of the 
decision tree. In the forest, the value of each tree is determined by the value of a 
random vector sampled independently from the others and distributed uniformly across 
all trees. When classifying trees with RF, each tree gets to cast a vote, and the class 
with the most popularity returned [37]. 

In addition, it is a supervised learning algorithm with the advantage of being able to be 
used for both classification and regression. It was created to address the problem of 
data overfitting in decision trees, which is addressed through pruning and ensemble 
learning. The main difference between the decision forest and the random forest is that 
the decision forest constructs its models using either the sample subset method or the 
feature subset method, whereas the random forest employs both [38]. 

Gilbert [39] used Random Forest to predict student outcomes. Over 31,000 freshmen 
and transfer students at California State University were studied using RF and the 
genetic algorithm (GA) from Fall 2000 to Fall 2010. Non-linear ensemble methods, such 
as RF and GA, were used to uncover interactions between variables that would have 
gone unnoticed in a linear system, as well as to improve the feature selection process 
and achieve a healthy balance between precision and recall. Researchers found that 
retention and graduation rates after one and two years of attendance could be 
accurately predicted. 

Mishra, Kumar, and Gupta [40] used Random Forest in conjunction with the J48 
algorithm for student performance prediction based on their academic and social 
integration factors. The study used data mining techniques to investigate the 
relationship between students' emotional skills and socioeconomic and previous 
performance parameters in order to predict the performance. Standard Emotional Skill 
Assessment Process was used to assess emotional skills such as assertiveness, 
leadership, and stress management. The study's findings revealed, among others, that 
among all of the students' leadership, drive, and emotional attributes were found to 
have an impact on their performance.  

3.8 CLUSTERING 

In the process of clustering, a set of data objects is divided into numerous groups or 
clusters, where each cluster has a high similarity but is distinct from the other clusters. 
The label is unknown, unlike the classification. Clustering algorithms such as k-medoid 
and the k-means algorithms are just two examples. 
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In the work of Asif et al., [35], Other well-known data mining techniques were used in 
conjunction with this one. In order to categorize the students in the datasets, they 
applied the X-means algorithm, a variant of the means clustering algorithm. 

3.9 Association Rule Mining 

The process of discovering reliable rules for the correlation of various items in a large 
dataset is called association rule mining. As a result, two steps are required: first, find 
out how many transactions are supported by each item and then use that information to 
create a set of database association rules with a level of certainty (or confidence 
coefficient) that is higher than the predetermined minimum. 

Association rules are frequently generated using the Apriori algorithm. The Apriori 
algorithm was used in the study by Oladipupo et al. [41] to generate strong rules for 
predicting the impact of student attendance on educational outcomes. To find out 
whether students' attendance had any bearing on their grades, an association rule 
mining analysis was performed. According to the research, this shows that students' 
academic performance is not solely dependent on their ability to show up to class. 

3.10 Nature-Inspired Algorithms 

Nature-Inspired Algorithm is a type of artificial intelligence that is based on observation 
of biological systems in a specific context. To solve a variety of optimization problems, 
this observed cooperation and foraging among natural systems is adapted to find the 
optimal solution for a given situation, whether it be globally or locally [42]. There are 
many of these algorithms, but some of the most common ones include Genetic 
Programming (GP), Genetic Algorithm, Cuckoo Optimization Algorithm (COA), Particle 
Swarm Optimisation (PSO), and Ant Colony Optimization (ACO), among others. 

These techniques are used in studies that predict students' academic performance 
include Chen, Hsieh, and Do (2014) which trained the feed forward neural network for 
student performance prediction using the standard COA and CS. Utilizing CS and COA, 
the weights between layers and biases of the neural network were optimized. RMSE, 
MAPE, and R obtained from simulations indicate that the ANN-COA algorithm 
outperforms the ANN-CS algorithm in terms of MAPE, R and RMSE [43]. 

Marquez-Vera et al., [44] predictions of student were made using an Interpretable 
Classification Rule Mining (ICRM) that relies on a GP variant, Grammar Based Genetic 
Programming (GBGP), as its foundation. The results of their various iterations of 
experiments revealed that the proposed method outperforms other traditional data 
mining techniques such as SMO, Naïve Bayes, and others in terms of prediction. 

Hasheminijad & Sarvmili [45] used the Particle Swarm Optimization algorithm to 
propose a rule-based method called S3PSO to predict students' academic 
performances. The method extracts rules that are used to predict student performance 
using Association Rule Mining. When compared to other rule-based classification 
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algorithms such as CART, ID3, and C4.5, the results showed that S3PSO improved the 
fitness function by 31%. When compared to other data mining techniques such as SVM, 
KNN, and Naïve Bayes, it also improved accuracy by 9%. 

3.11 Deep Learning 

Deep Learning is a data mining technique that uses a 'deep' architecture to approximate 
complex functions to the same accuracy. ‘Deep’ is defined as using multiple layers with 
a smaller total number of neurons. The auto-encoders, which built in Deep Neural 
Network, are the basic building blocks of most deep learning models (DNN). Restricted 
Boltzmann Machines (RBM) are used as building blocks in Deep Generative models 
such as Deep Boltzmann Machine (DBM) and Deep Belief Network (DBN) [46]. 

According to [47] , used Convolutional Neural Network (CNN) which is a common deep 
learning model. Studies that used these techniques to predict students' performance are 
still scarce in the literature, but some examples include [48] , [49] , [50] , [51] , [52] , [53] 
, [54] , who used deep neural network to student prediction. 

3.12 Hybrid Methods 

The methods that combine two or more traditional data mining techniques to achieve a 
better result are known as hybrid methods of predicting student academic performance. 
Altaher & Barukab (2018) proposed a hybrid model for the prediction of SAP that 
combines an Adaptive Neuro-Fuzzy Inference System (ANFIS) with a Genetic Algorithm 
(GA). The ANFIS was fed a dataset of 100 records, and the training and testing results 
were then optimized using GA. The hybrid model, HGANFIS, was especially in 
comparison to Neural Network (NN) and ANFIS approaches using the RMSE as a 
performance metric. The HGANFIS model outperformed the other two algorithms, with 
RMSE values of 0.101 and 0.104 for training and testing data, respectively [55]. 

Chen, Feng, Sun, Wu, Yang, and Chen [56] In order to predict MOOC (Massive Open 
Online Course) performance, researchers combined the Decision Tree (DT) algorithm 
with the Extreme Learning Machine (ELM). The DT algorithm is used to extract 
important characteristics from MOOC students' learning behavior records. A total of 
eight algorithms were tested, including the DT, GA-ELM model, LR, SVM, BP 
(Backward Propagation Neural Network), ELM, LSTM and EN (Entropy-Net). The DT-
ELM model significantly outperforms all others in terms of Accuracy (0.9642), F1-score 
(0.9667), and AUC (0.9412). 

Francis & Babu [57] proposed a hybrid model to select the best characteristics from 
real-life datasets of students in different programs at universities and colleges using four 
algorithms (Naïve Bayes, SVM, NN and DT) in a wrapper feature selection mode. 
Students' educational performance was then predicted using the K-means clustering 
algorithm, which was based on a majority vote. A combination of behavioral, academic, 
and extra characteristics produced the best accuracy (0.7547) during model feature 
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selection, and the model outperformed NN and DT in terms of recall, precision, F-
scores, and accuracy values of 0.6415, respectively. The table below summarizes the 
common methods and factors used in student performance prediction.  

Table 1 : Common methods and factors used in student performance prediction 

No. METHODS FACTORS 

1 Decision Tree 

Internal assessments   Neural Network 

K-Nearest Neighbor 

2 Support Vector Machine Internal assessments, CGPA 

3 Decision Tree 

Internal assessments, CGPA, Extra-curricular activities 
  Naïve Bayes 

K-Nearest Neighbor 

Support Vector Machine 

4 Decision Tree 

Internal assessments, CGPA, Student Demographic   Naïve Bayes 

K-Nearest Neighbor 

5 Neural Network Internal assessments, External assessment 

6 Neural Network External assessment, Student Demographic, High 
school background   Naïve Bayes 

7 Decision Tree 

 Psychometric factors 
  Neural Network 

K-Nearest Neighbor 

Support Vector Machine 

8 Decision Tree 

External assessments   Naïve Bayes 

Neural Network 

9 Decision Tree 

CGPA   Neural Network 

Naïve Bayes 

10 Decision Tree 
CGPA, Student Demographic, High school 
background, Scholarship, Social network interaction 

  Neural Network 

Naïve Bayes 

11 Decision Tree 
CGPA, Student Demographic, High school 
background, Scholarship, Social network interaction, 
Internal assessments, Extra-curricular activities 

12 Neural Network Student Demographic, High school background  

13 Decision Tree 
External assessment, CGPA, Student Demographic, 
Extracurricular activities 

14 Decision Tree 
Psychometric factors, Extra-curricular activities, soft 
skills 

15 Decision Tree 
Student Demographic, High school background, 
Internal assessment, Student Demographic, Extra-
curricular activities 

16 Decision Tree Internal assessments, External assessment, 
Demographic, Extracurricular activities   Neural Network 
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4. DISCUSSION 

The relationships between factors and classifiers were discussed in this section. Aside 
from that, the effects of various factors on various classifiers were investigated and 
discussed. The figure below is a simplified map of factor categorization.  

Figure 2 : Simplified Map of Factor Categorization 

 

The classification of the factors is shown in Table 2. The classification simplified the 
task of analyzing the impact of various factors on various classifiers. The findings are 
compiled in the table below based on the analysis of various articles from 2014 to 2021. 

Table 2 : Classifier accuracy based on factors 

Classifier Author/T
itle 

Factors Accuracy 

Naïve 
Bayes 

[58] Demographical Factors 
Academic, Academic Background Factors, Behavioral 
Factors, Parents Participation on learning 

73% 

[59] Family Factors, Student personal information  84.8% 

[60] Activity log: Web page visited 63.8% 

[61] Student profile data, GPA, Senior High School, and 
residence of student 

69.07% 

[62] The national exam score, the average exam score, the 
presence or absence, and the number of books read each 
month, GPA 

70% 

[63] The grade, period of study, school score and student 
score in elementary school 

75.90% 
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[64] CGPA 75% 

[65] Internal assessment, CGPA, Extra-curricular activities 73% 

[66] Academic assessment 83.65% 

Decision 
Tree 

[58] Demographical Factors 
Academic, Academic Background Factors, Behavioral 
Factors, Parents Participation on learning 

69% 

[67] Demographical Factors 83.14% 

[68] Student’s Academic Information ((CGPA), High Risk 
(student having high failure rate in the same module), 
Term Exceed at Risk, At Risk (student failed 2 or more 
modules previously), Student Success Center (SSC), 
Coursework 1 (CW1), Coursework 2 (CW2), End 
Semester Examination (ESE) and Plagiarism Count) 
 
Students Activity ( the time spent by the student on 
Moodle in minutes ) 

63.63% 

[69] Behavioral assessment, internal assessment, residential 
assessment, family assessment, academic assessment 

73.92% 

[70] Internal assessment, academic assessment, family 
assessment, residential assessment 

72.50% 

[64] CGPA 91% 

[65] Internal assessment, CGPA, Extra-curricular activities 66% 

[19] Courses Grades 79.50% 

[71] Psychometric factors 65% 

[72] Internal assessment, Student Demographic, Extra-
curricular activities 

90% 

[73] External assessment, CGPA, Student Demographic, 
Extra-curricular activities 

90% 

[40] Psychometric factors, Extra-curricular activities, soft skills 88% 

Neural 
Network 

[48] demographic and geographic Factors 79.82% 

[74] Student’s information, Assessments Marks 72.04% 

[53] Behavioral 82.5% 

[52] Internal assessment marks 95.34% 

[54] Online learning 
activities 

73.51% 

[75] Student behavioral data, student demographic data, and 
student discussion posts 

86.8% 

[76] Activity Logs 80% 

[50] Students’ activity from log data 85% 

[49] Internal Assessment Marks 95.34% 

[51] Students’ activity from log data 91.07% 

[58] Demographical Factors 
Academic, Academic Background Factors, Behavioral 
Factors, Parents Participation on learning 

84% 
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[77] Behavioral and student absent in class 78.60% 

[78] learning logs of videos 87.2% 

[79] Activity logs, and demographic Factors 85.4% 

[80] Activity logs  90% 

[81] Activity logs 84.6% 

[63] The grade, period of study, school score and student 
score in elementary school 

95% 

[82] High school score, score of subjects, credits passed, 
GPA, types of high school attended and gender 

84.60% 

[64] CGPA 75% 

[71] Psychometric factors 69% 

Support 
Vector 
Machine 

[48] demographic and geographic Factors 79.95% 

[59] Family Factors, Student personal information  86.7% 

[58] Demographical Factors 
Academic, Academic Background Factors, Behavioral 
Factors, Parents Participation on learning 

75% 

[83] Internal assessment, academic assessment, family 
assessment, behavioural assessment 

93.90% 

[84] Academic assessment 87.50% 

[65] Internal assessment, CGPA, Extra-curricular activities 80% 

From the summary shown in Table 2, evidently NN has the highest prediction accuracy 
of 95%. The accuracy of the prediction result is highly dependent on the features that 
were used during the prediction process. Because of the influence of a particular factor 
during the running process, NN had the highest prediction accuracy. In this case, the 
determining factor is an academic assessment. Academic assessment is the main 
factor that has been used with NN. The prediction accuracy increased dramatically 
when only academic assessment was used. When behavioral and academic 
assessments were combined as inputs to make a prediction, however, the accuracy 
score dropped. The findings of [85] have increased the confidence in the findings by 
highlighting that the behavioral assessment decreased NN's accuracy level. This 
occurred because NN has trouble predicting qualitative data, which is non-numerical in 
nature. The second highest prediction accuracy was achieved by SVM, which was 
93.95 percent. The success of SVM is due to its ability to solve high-dimensional data, 
which includes data with many attributes and features [86]. According to the findings, 
SVM can also perform well with only minor tweaking. Internal, academic, family, and 
behavioral assessments are the relevant factors that the classifier has used to make a 
prediction. In SVM, the accuracy level decreased when the academic assessment was 
used alone, contrary to NN. This suggests that academic assessment must be 
combined with other factors for SVM to achieve high accuracy. 

Decision Tree and Naïve Bayes, on the other hand, are thought to be able to work with 
a wide range of factors and produce an average level of accuracy. According to the 
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table above, Decision Tree and Naïve Bayes can work with both categorical and 
numerical data because the accuracy score of this classifier did not show any significant 
differences. When the academic assessment is the only factor used as input, however, 
the accuracy score rises. As a result, while Naïve Bayes and Decision Tree performed 
well with academic assessment factors, they produced an average accuracy score 
when used with other factors. Overall, the findings show that NN and SVM are the most 
competitive classifiers when compared to Naïve Bayes and Decision Tree and that 
academic assessment is the most significant factor in predicting students' performance. 
 
5. CONCLUSION 

This paper identified the data mining techniques used by previous studies in student 
prediction, and the factors used in the predication methods Students who do well 
academically in college are more likely to remain enrolled and ultimately earn a degree 
than their underperforming counterparts. If the predicition holds, university 
administrators will have a better idea of which students are unlikely to persist on their 
current course and can focus on helping those students boost their grades and 
eventually graduate. When taken as a whole, the results of this study revealed that 
Neural Networks could be used to predict how well college students would do in their 
courses. Many factors are used as inputs to these models, and they correlate well with 
criteria used in formal education settings. Students' past and present academic 
performance assessment factors were found to be strong predictors of their future 
academic performance. Last but not least, this work is significant because of its goal of 
aiding and helping other researchers in determining the factors and developing a 
genuine model that can easily and accurately predict students' academic performance. 
In addition, it will help teachers single out students who need extra help in class, 
allowing for more methodical and accurate prediction of student achievement outcomes.  
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