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Abstract 

The project addresses the serious issue of cyberbullying, recognizing its harmful consequences and the 
need for effective det ection and resolution methods. Cyberbullying [2], a form of online aggression, poses 
challenges that require specialized techniques to identify and mitigate. The primary goal of the project is to 
propose advanced cyberbullying detection models. These models aim to go beyond traditional approaches 
by incorp orating contextual, emotion, and sentiment features, recognizing the multi-dimensional nature of 
cyberbullying instances. This project is all about building an EDM using data from Twitter. These datasets 
undergo enhancements in terms of annotations. The EDM, along with lexicons, is utilized to extract 
emotions and sentiments from cyberbullying datasets, contributing to a more nuanced understanding of 
the emotional aspects of online interactions. Cyberbullying can be detected in part by appealing to people's 
emotions. This project shows how important emotions are for cyberbullying detection by using emotional 
cues to enhance detection algorithms. An extensive dataset tagged with emotions is now available for use 
in cyberbullying detection, thanks to this study. Academics can utilize this dataset to create a system for 
identifying cyberbullying based on emotions.Particularly in real-time applications, the project faces 
challenges due to dataset imbalances between cyberbullying and non-cyberbullying incidents. The goal is 
to develop detection models that effectively handle these imbalances, ensuring reliable performance 
across different scenarios. We aim to further enhance the performance of our model by exploring ensemble 
techniques, specific ally utilizing LSTM and LSTM + GRU models, which have demonstrated an impressive 
99% accuracy. 

Index Terms: Cyberbullying, Behavioural Emotional Recognition Technology (BERT), Sentiment Analysis. 

 
1. INTRODUCTION 

Thanks to advancements in ICT, members of the online community can now post and 
respond to information created by themselves. Harassment, intimidation, control, 
manipulation, and threats have all been magnified by cyberbullies who have taken 
advantage of this convenience [1]. Cyberbullying refers to the deliberate and persistent 
use of cyberspace for harmful purposes [2, 3, 4]. Negative emotions (angry, fearful, sad, 
guilty, etc.) and thoughts of suicide might result from cyberbullying (CB). [5,6], and [7]. 
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Emotion mining is a subfield of affective computing that seeks for, examines, and ranks 
people's feelings in response to various stimuli [8]. The stock market, customer reviews, 
and suggestions have all been impacted by emotional analysis. [9,10,11]. Emotion 
analysis has not been employed for cyberbullying detection by researchers at a large 
scale. Emotion traits can enhance the accuracy of cyberbullying identification because 
there is a strong correlation between cyberbullying and negative emotions. It is possible 
to engage in cyberbullying through the use of witty or caustic expressions that do not use 
foul language. Sarcasm and irony are hard to discern [12]. Research and experiments on 
cyberbullying have shown that existing datasets suffer from data sparsity, high label 
imbalance, and limitations imposed by social media platforms [13,31]. The rapidity and 
variety of UGC online have rendered autonomous cyberbullying detection methods 
useless [14]. In order to better detect cyberbullying, this study postulates that emotion 
mining can be useful. The procedure consists of three stages. Get a balanced, feature-
rich dataset first. If you want your machine learning model to do well, you need a training 
dataset [15], [16]. It is unusual to find datasets that cover all aspects of cyberbullying [13], 
[17]. Personal content also varies across various social media platforms. Unlike 
Facebook, Twitter does not impose a character limit. To start, we gather data from many 
sources and clean, convert, and combine it to make a balanced, feature-rich dataset. At 
least 70% of this is accounted for in the data lifetime of this study. 
 
2. LITERATURE SURVEY 

As the number of social media users multiplied by a factor of several, hate speech on 
these platforms surged. Such circumstances cannot be captured, moderated, or 
eliminated due to the massive amount of data. A method for identifying and visualising 
online animosity, or hate speech, is detailed in this study [1]. There are classifications that 
are overt, covert, and passive-aggressive. Our UI uses a browser plugin to display hate 
speech on social media timelines like Facebook and Twitter [1, 9, 11, 25]. The security 
agency may be able to monitor social media through this plugin interface. Plus, it provides 
regular people with a resource that is typically reserved for corporations. The 
technological divide between businesses and regular people is narrowed by this tool. 
Researchers may find this method useful for building new tools and quickly collecting 
training data with weak labels from social media comments made by celebrities. When 
combined with the Trolling Aggression Cyberbullying 2018 (TRAC) dataset, our plugins 
were utilized to evaluate user comments on Twitter and Facebook that were code-mixed 
with English and Hindi. Aggression classification has recently made use of Google AI's 
BERT pre-trained language model, in addition to support vector machines, logistic 
regression, convolutional neural network (CNN) deep learning models, attention-based 
models, and others. The weighted F1-scores for the English and Hindi datasets from 
TRAC were 0.64 and 0.62, respectively, while the Hindi dataset provided a score of 0.58 
and 0.50. 

Although the Internet has brought many positive changes to our society, it has also 
contributed to the horrific problem of cyberbullying among young people. There is an 
increasing body of research documenting cyberbullying among youths, but it is disjointed 
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and does not place a theoretical emphasis on the phenomenon or its causes, effects, or 
consequences. Consequently, research on cyberbullying is reviewed critically in this 
paper [3]. The broad aggression paradigm could provide an explanation for this. The 
extent to which cyberbullying and traditional bullying are related to other important 
psychological and behavioral characteristics is revealed by a meta- analysis [2, 3, 4, 5, 6, 
7]. A meta-analysis with mixed effects found that normative ideas about aggression and 
moral disengagement were most strongly associated with cyber bullying perpetration, 
whereas victimization was most strongly associated with stress and thoughts of suicide. 
The results were affected by a number of methodological and sample variables. When it 
comes to smaller studies (k < 5), the meta-analysis has problems with generalisability, 
directionality, and causation. Lastly, these results point to important areas for future 
research. We suggest a course of action that involves studying the small but significant 
effects of cyberbullying on major psychological and behavioural outcomes. The APA 
PsycINFO Database Record from 2014 is protected by all rights. 

Using an online questionnaire, this study looked at the experiences of cyberbullying from 
the perspectives of both the bully and the victim among 393 young adults (ranging in age 
from 17 to 30) [4]. From what we can tell from the overall prevalence rate, cyberbullying 
is not just a school issue. Despite the fact that the majority of cyberbullies and victims 
were female, there were no differences based on gender. There were no statistically 
significant differences in terms of age, although the younger participants were more likely 
to be involved in cyberbullying in some way, whether as victims or bullies. People who 
spend 2–5 hours online daily are more likely to be victimised and cyberbullied [13, 14, 17, 
18] than those who spend less than an hour. Cyberbullying and cyber- victimization were 
both shown to be significantly predicted by internet frequency, suggesting that the risks 
of being bullied and bullying others increase in tandem with the growth of Internet use. 
Lastly, a positive and statistically significant link shows that cyberbullies often start out as 
cybervictims and vice versa [21, 22]. Although it is less common now than it was when 
the victims were younger, cyberbullying is still an issue. 
 
3. METHODOLOGY 

3.1 Proposed Work 

The proposed system improves traditional cyberbullying detection by integrating emotion 
and sentiment features with contextual ones. Using an Emotion Detection Model on 
Twitter datasets, it extracts emotions and sentiments, enhancing model training. This 
integration yields improved performance, providing a more nuanced understanding of 
cyberbullying instances compared to the conventional system. In extending the 
Cyberbullying Detection project, we employ ensemble techniques, incorporating LSTM 
and LSTM + GRU models, achieving an impressive 99% accuracy. This enhancement 
aims to boost the model's performance in discerning cyberbullying instances. To ensure 
practical usability, a user-friendly Flask-based front end is implemented, featuring secure 
authentication for user interaction and testing. It’s not only advances the model's accuracy 
but also offers a robust and accessible solution for addressing cyber bullying through 
emotion-based detection. 
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3.2 System Architecture 

The system architecture of "Cyberbullying Detection Based on Emotion” shown in Figure 
1 is designed with a meticulous multi-phase approach. It initiates with the collection of 
diverse datasets from online platforms where cyberbullying occurs. 

 Following data pre- processing, relevant features is extracted using traditional word 
representation models like BERT base, BERT large, and XLNet, along with emotional 
features derived from an Emotion Detection Model (EDM)[23,24]. These features 
contribute to a comprehensive data representation.  

The model is then trained for cyberbullying classification into toxic and non-toxic 
categories, utilizing machine learning algorithms. The system undergoes rigorous 
evaluation and validation, measuring performance metrics. 

 

Upon satisfactory results, the model is deployed for real-time cyber bullying detection with 
continuous monitoring and updates to adapt to evolving patterns. This holistic 
architecture ensures a thorough and effective approach to identifying cyber bullying 
instances in online textual data, encompassing both semantic and emotional features 
[26]. 

3.3 Dataset Collection 

The proposed system consists into the different datasets relevant to the project: Toxic 
Data. 
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This likely includes data related to toxic or abusive language used in online 
communication. Twitter Cyber Data. This dataset likely contains information specific to 
cyberbullying instances on Twitter. Twitter Emotion Data [27]. This dataset may focus on 
emotions expressed in tweets, possibly involving various emotion categories. CBET 
(Cyberbullying Emotion Tweets). This dataset shown in Figure 2 could be a specialized 
collection of tweets annotated for both cyberbullying and emotions associated with them. 

3.4 Data Processing 

Processing data transforms raw data into information that businesses can use. 
Information scientists collect data, sort it, clean it, validate it, analyze it, and then present 
it in a graphical or textual style. Processing data can be done mechanically, electronically, 
or by hand. Data should be more useful, and choices should be less complicated[28]. 
Improved processes and quicker decision-making are possible for businesses. Software 
engineering and other forms of automated data processing help with this. Insights useful 
for quality management and decision-making can be derived from big data. 

3.5 Feature Selection 

For the purpose of building models, feature selection chooses the features that are 
consistent, non-redundant, and relevant. Reducing database sizes gradually is essential 
as database quantity and variety continue to expand. Feature selection's primary goal is 
to lessen the computational burden on predictive models while simultaneously improving 
their performance. Selecting the most important attributes for use by machine learning 
algorithms is an important aspect of feature engineering [29-30]. In order to reduce the 
number of variables used by the machine learning model, feature selection methods 
remove irrelevant characteristics and keep just the most important ones. Feature 
selection in advance provides many benefits over letting the machine learning model pick 
the most important features. 
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3.6 Algorithms 

 

The issue of the vanishing gradient in regular RNNs is addressed by LSTM RNNs. 
Because each memory cell can store and retrieve information across lengthy sequences, 
LSTMs are perfect for applications that use sequential data, such as text. With the help 
of LSTM algorithm, the project can identify the emotional and contextual characteristics 
of cyber bullying text and its long-range dependencies. This hybrid model combines 
LSTM and GRU, another type of gated recurrent network. 

 

GRU simplifies the architecture of LSTM as shown in Figure 4, potentially improving 
computational efficiency. The combination of LSTM and GRU elements can enhance the 
learning and memory capabilities of the model. In the project, this hybrid model may be 
utilized to capture both short and long-term dependencies in emotional features, 
contributing to a more nuanced understanding of cyberbullying instances. When it comes 
to NLU, transformer-based BERT as shown in Figure 5 is the way to go. If you're using 
BERT-small, the model may have fewer parameters. BERT models can be trained for 
specific applications and have already been trained on large datasets. As part of the 
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effort, BERT-small was able to increase context by extracting extensive semantic 
components from cyberbullying text. 

 

Similar to BERT-small, BERT-large is a larger and more powerful variant with a higher 
number of parameters. BERT-large as shown in Figure 6 is capable of capturing more 
complex relationships and semantic nuances in text. In the project, BERT-large could be 
employed when a more sophisticated understanding of cyberbullying instances is 
required, potentially improving the model's overall performance. 

 

XLNet as shown in the Figure is another transformer-based model that extends BERT's 
bidirectional context by incorporating an autoregressive context. This helps capture 
bidirectional dependencies while also considering the order of the sequence. XLNet is 
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known for its strong performance on various natural language processing tasks. In the 
project[32,33, 34], XLNet might be utilized for its ability to capture intricate relationships 
and dependencies within cyberbullying text, enhancing the model's overall 
comprehension. 

 
 
4. EXPERIMENTAL RESULTS 

Precision: The accuracy rate of a classification or number of positive cases is known as 
precision which results is shown in Figure 8. The formula is used to calculate precision: 

Precision = True positives/ (True positives + False positives) = TP/ (TP + FP). 

Recall:The ability of a model to identify all pertinent instances of a class is assessed by 
machine learning recall which results is shown in Figure 9. The completeness of a model 
in capturing instances of a class is demonstrated by comparing the total number of 
positive observations with the number of precisely predicted ones. 

Recall = True positives/ (True positives + False negatives) = TP/ (TP + FN). 

Accuracy:An indicator of a model's performance is the proportion of correct classification 
predictionswhich results is shown in Figure 10.Accuracy = (True positives+True 
Negatives)/(True positives+FalsePositives+TrueNegatives+False negatives) 

= (TP+TN)/ (TP + FP+TN+FN) 

F1 Score:If your dataset is unbalanced, you should use the F1 Scorewhich results is 
shown in Figure 11, which is the harmonic mean of recall and precision, to balance out 
he false positives and negatives.F1 Score= 2*(RecallXPrecision)/( Recall+Precision)  
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5. CONCLUSION 

The project concludes that incorporating emotion features and sentiment analysis into 
cyberbullying detection models leads to enhanced performance. By leveraging 
emotional cues like anger, fear, and guilt, the models become more adept at 
identifying cyberbullying instances within text data [1,3,4,5,6,7]. The project identifies 
anger, fear, and guilt as the primary emotions linked with cyberbullying instances. 
Understanding and leveraging these emotions as features significantly contribute to the 
effectiveness of cyberbullying detection. Providing a comprehensive dataset annotated 
with emotional features specifically tailored for cyberbullying detection. This dataset 
enhances the quality and scope of resources available for further research and model 
development. - Empirically proving the effectiveness of emotions as critical features in 
improving cyberbullying detection techniques. This empirical evidence substantiates the 
importance of considering emotions in cyberbullying detection strategies. The 
experimental results indicate that precision (minimizing false positives) is more efficient 
for real-time applications of cyberbullying detection. Prioritizing precision is crucial to 
reduce the number of false alarms, especially in sensitive online environments. The 
project notes that the imbalance between cyberbullying and non-cyberbullying classes 
affects the performance of detection models. Specifically, the Toxic dataset shows 
relatively lower scores. However, despite this challenge, addressing and handling this 
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class imbalance is deemed more practical, especially for real-time applications, where 
quick and accurate identification of cyberbullying is crucial. 
 
6. FUTURE SCOPE 

The future scope involves expanding the emotion datasets both in terms of size and 
annotations. This expansion can include collecting a more extensive range of emotional 
expressions and refining annotations for a richer and more diverse dataset, enhancing 
the model's ability to capture a broader spectrum of emotional nuances in cyberbullying 
content. Future efforts can concentrate on further improving cyberbullying datasets by 
conducting comprehensive annotation of emotion and sentiment features. This involves 
a detailed and nuanced labelling process, providing the models with more refined 
information about the emotional and sentiment aspects associated with cyberbullying 
instances. Beyond the major emotions of anger, fear, and guilt identified in the project, 
future work can explore and study additional emotions related to cyberbullying texts 
[19,31]. This expansion may uncover new emotional dimensions and enhance the 
models' capability to detect a wider array of emotional expressions in cyberbullying 
content. The project's future work can involve incorporating more advanced models and 
techniques for emotion mining and sentiment analysis. This may include leveraging state-
of-the-art models or exploring emerging techniques in natural language processing to 
further improve the performance of cyberbullying detection models. Future efforts should 
address the imbalance between cyberbullying and non- cyberbullying classes in the 
datasets, particularly for real-time applications. This could involve implementing 
techniques such as data augmentation, resampling, or employing advanced algorithms 
designed to handle imbalanced datasets more effectively. The project can explore the 
use of other classification metrics and evaluation techniques to assess the performance 
of the detection models more comprehensively. Beyond traditional metrics like precision, 
recall, and F1-score, the project may consider incorporating metrics specific to 
imbalanced datasets or exploring novel evaluation approaches for a more nuanced 
assessment. 
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