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Abstract 

Researchers are making great efforts to develop novel, superior, and accurate machine learning (ML) 
models for air pollution prediction using area characteristics. However, a performance comparison is limited 
by several factors, as it is almost impossible to compare efficiency with all different models as the number 
of models proposed by researchers increases and different conditions and datasets are implemented. In 
addition, the results cannot be generalized to all future time periods because the characteristics of the area 
and the sources of pollution may vary from time to time. In this paper, we provide a periodic review of the 
state of the art in the application of ML techniques in the context of PM2.5 concentration prediction, focusing 
on the analysis of dataset size, hyper parameters, and preprocessing techniques applied in Beijing. Seven 
articles from 2015 to 2023 with 42 prediction models were collected and reviewed according to the same 
geographical area and dependent variable, PM2.5. In particular, we examined the hyper parameters of the 
models to describe the differences in model architecture. We also examine how using the same predictive 
model in a geographic area for the same pollutant at different times can result in different performance 
indices. The results show that it is not possible to prefer one predictive model over the other based on its 
performance at different times, even when applied at exactly the same location and with the same output.  

Keywords: Air Pollution Prediction, Beijing, Machine Learning, PM2.5, Time Series Patterns. 

 
1. INTRODUCTION 

The environmental effects of total and partial pollutants are serious problems that directly 
or indirectly harm human, animal, and plant health as shown in Figure 1. The two most 
widely cited and regularly updated estimates for the death toll from air pollution come 
from the World Health Organization (WHO) and the IHME's Global Burden of Disease 
study. Their latest estimates are very close to each other – they estimate 7 million and 
6.7 million deaths yearly, respectively [1]. Figure 2 shows the share of deaths attributed 
to air pollution. These deaths are attributed to indoor and outdoor pollution and – as 
explained below – stem from manufactured and natural sources of air pollution. PM2.5 
causes many diseases, including respiratory, cardiovascular, and laryngeal cancers [2]. 
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A study by [3] provides new longitudinal evidence that associates long-term exposure to 
PM2.5 components with increased mortality in Chinese adults. However, reducing the 
pollution risk can lower economic costs and preserve human lives by preventing stroke, 
lung cancer, and chronic and acute respiratory diseases.   

 

Figure 1:The estimated annual number of deaths attributed to each risk factor.[4] 

 

Figure 2: Share of deaths attributed to air pollution, 2019[4] 

For instance, Song et al. found that implementing clean heating policies resulted in a 1.9 
μgm3 reduction in annual PM2.5 levels in mainland China between 2015 and 2021, 
potentially preventing 23,556 premature deaths in 2021 [5]. Researchers in whole the 
world developed several predictive models to support environmental management and 
prevent accidents to achieve this goal.  

In Oman, for instance, a hybrid artificial neural network and mathematical models were 
suggested for evaluating particulate matter (PM2.5, PM10, and CO2) and assessing their 
impact on human health [6][7]. Reference [8] also proposed neural and mathematical 
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predictive models to investigate the effects of particulate matter on human health in 
Oman. Given the severity of this issue, researchers have explored and recommended 
various models for examining gas levels and predicting future levels in Oman [9] and [10]. 
Furthermore, Reference [11] utilized a deep learning feedforward neural network model 
for predicting environmental risk factors. The area of air pollution prediction models is a 
crucial research area which using appropriate tools and mathematical models to analyze 
environmental data and accurately predict pollutant concentrations. Two main types of 
models are used in air pollution prediction: statistical and machine learning models (ML) 
[12]. Examples of statistical models include ARIMA [13] regression [14], grey models [15], 
and SVM [16]. The three models (APRIMA, SVM, regression-grey) provide excellent 
results. For instance, the SVM has been widely used in forecasting because of its 
outstanding performance in solving nonlinear problems [16]. On the other hand, ML is a 
branch of artificial intelligence (AI) that provides machines with the ability to learn to use 
a set of algorithms to process data and make predictions. Deep learning is a subfield of 
machine learning and the most advanced field in artificial intelligence. It designs machines 
capable of learning and thinking like humans, simulating the work of human brain neurons 
and neural networks (NNs) as shown in Figure 3.  

 

Figure 3: Relationship between artificial intelligence, machine learning, and deep 
learning.[17] 
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Throughout the literature review, it becomes evident that specific singular models and 
alternative methodologies have been amalgamated to create hybrid or ensemble models, 
thereby enhancing their performance. This combination aims to overcome specific issues 
the single models face. Several hybrid models can be considered: simple hybrid models, 
hybrid models based on data preprocessing methods, and intelligent hybrid models 
combining data processing and optimization algorithms [18]. Furthermore, there is 
another type of AI model called the meta-learning model. Meta-learning is a type of 
machine learning that deals with designing and applying algorithms that can learn from 
previous learning experiences [19]. Meta-learning models can learn to adapt to new tasks 
and data sets based on their previous experience. This model is helpful in settings with 
limited data available or where new data sets are constantly being introduced. Let us 
discuss each of these in more detail with an example for each: 

Simple hybrid models involve combining multiple machine learning algorithms or models 
to improve performance. This improvement can be achieved through ensemble methods, 
where multiple models are trained independently, and their predictions are combined to 
make a final prediction. Popular ensemble methods include bagging (e.g., random 
forests) and boosting (e.g., AdaBoost, Gradient Boosting). These methods can help 
reduce bias variance and improve overall predictive accuracy. Random Forest is a 
popular example of a simple hybrid model that combines multiple decision trees to 
improve prediction accuracy. Each decision tree is trained on a different subset of the 
data, and their predictions are combined through majority voting or averaging. This 
ensemble approach helps to reduce overfitting and improve generalization [20].  

Hybrid models based on data preprocessing methods combine different techniques 
before applying machine learning algorithms. Data preprocessing plays a crucial role in 
preparing the data for modeling, and different methods can be used to handle missing 
values, outliers, feature scaling, feature selection, and dimensionality reduction. By 
combining multiple preprocessing techniques, the hybrid models can leverage the 
strengths of each method and potentially improve model performance. For example, one 
might combine feature scaling techniques like standardization or min-max scaling with 
feature selection methods such as correlation-based feature selection or recursive feature 
elimination. The hybrid model can effectively preprocess the data and feed it into the 
subsequent machine-learning algorithm by applying a sequence of preprocessing steps. 
An example of a hybrid model based on data preprocessing methods is combining feature 
scaling and dimensionality reduction techniques. Feature scaling, such as 
standardization or min-max scaling, can be applied to normalize the numerical features. 
At the same time, dimensionality reduction techniques like Principal Component Analysis 
(PCA) can extract the most informative features and reduce the dimensionality of the 
dataset [21].  

Intelligent hybrid models combine data processing techniques and optimization 
algorithms to improve model performance. These models aim to optimize not only the 
model parameters but also the data preprocessing steps to achieve the best possible 
results. 
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For instance, a hybrid model may use a metaheuristic optimization algorithm, such as 
genetic algorithms or particle swarm optimization, to search for the optimal combination 
of data preprocessing steps and hyperparameters of the machine learning model. The 
optimization algorithm can explore different preprocessing techniques, feature subsets, 
or parameter settings to find the best configuration that maximizes the model's 
performance on a given task. By combining data processing and optimization algorithms, 
intelligent hybrid models can adaptively learn and optimize both the data representation 
and the model parameters, leading to improved predictive accuracy and better overall 
performance. Genetic Algorithm-Based Feature Selection and Support Vector Machines 
(SVM) is an example of an intelligent hybrid model which combines a genetic algorithm-
based feature selection technique with SVM as the classification model. Genetic 
algorithms can search for an optimal subset of features that maximizes the classification 
performance, while SVM is employed to build a predictive model based on the selected 
features [22].  

Meta-learning algorithms are designed to quickly adapt to new tasks or data sets without 
retraining the model from scratch [23]. Researchers often use meta-learning algorithms 
when there is a need to adapt to changing conditions or when data are scarce rapidly. 
Meta-learning models have the advantage of being able to learn from multiple datasets 
and adapt to new datasets quickly, which can make them more efficient than traditional 
models. However, they can be more complex and require more training resources [24]. 
Incorporating hybrid, ensemble and meta-learning models, which combine multiple 
models to leverage their strengths, has also improved performance in many cases [25]. 
When comparing the performance of prediction models mentioned above within different 
geographic locations, various factors may arise, such as unique characteristics of the 
geographic location, meteorological, forecast horizon, and temporal features. Such 
external factors play a significant role in determining the accuracy of the predictions [14]. 
Each of them needs to be considered separately. As an example of the effect of temporal 
features, [14] observed that the characteristics of PM2.5 can vary hourly, daily, and 
monthly, with lower concentrations in the early morning and evening than at noon and 
late at night due to the sun effect. The daily activities might vary depending on the day of 
the week, with higher concentrations observed on Wednesdays, Fridays, and Sundays 
than the concentration on the other days. Furthermore, in terms of seasons, winter tends 
to have a greater PM2.5 concentration than spring and summer.   

In summary, hybrid models can be simple combinations of different algorithms, leverage 
the strengths of various data preprocessing methods, or be intelligent models that 
combine data processing and optimization algorithms to improve performance in a more 
advanced and adaptive manner. The choice of the hybrid model depends on the specific 
problem at hand and the available resources and expertise. The results of the reviewed 
articles in this study support the statement in the literature that hybrid and ensemble 
models generally perform better than single models. According to [18], ensemble models 
outperformed single models in predicting stock prices. Similarly, Wang et al. found that a 
hybrid model combining deep learning and traditional machine learning techniques 
outperformed single models in predicting air quality [26]. 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 42 Issue: 11-2023 
DOI: 10.5281/zenodo.10153164 

Nov 2023 | 121  

2. BACKGROUND  

2.1 Beijing 

Beijing, the capital city of the People's Republic of China and home to over 21 million 
residents, has been grappling with significant air pollution issues, mainly related to PM2.5, 
a harmful particulate matter. The adverse effects of PM2.5 on human health have 
prompted the Chinese government to undertake various measures to reduce air pollution. 
These initiatives include implementing stringent air quality standards, investing in clean 
energy technologies, and promoting public transportation. 

2.2 PM2.5 

PM2.5 refers to tiny particles suspended in the air with a diameter of less than 2.5 
microns. These particles comprise various solid and liquid materials, including ash, dust, 
and soot [27]. The sources of PM2.5 pollution can be diverse, including combustion 
processes in power generation, domestic heating, and vehicle emissions. Vehicles and 
industrial activities are the primary contributors to PM2.5 pollution. However, PM2.5 can 
also form through secondary processes in which sulfur emissions from industries react 
with oxygen and atmospheric water droplets, forming sulfuric acid, a secondary source of 
particulate matter [28]. 

PM2.5 is known to have significant adverse health effects. Exposure to these particles 
has been linked to respiratory issues, cardiovascular problems, and even laryngeal 
cancer [29]. In China, where PM2.5 pollution is a severe problem, high concentrations of 
PM2.5 contribute to approximately 1.6 million deaths annually [30]. The detrimental 
impact of PM2.5 on human health underscores the importance of monitoring and 
addressing this form of air pollution to protect public health. 
 
3. PROBLEM STATEMENT  

A study by Kokkinos et al. [31] concluded that the model is tied to characteristics of the 
geographic location, such as urban traffic and non-traffic, to predict pollutant 
concentrations accurately. The current review highlights some examples that indicate the 
model's correlation with the temporal characteristics of the area, which should not be 
overlooked. Although the researchers made great efforts to obtain the best results, the 
model performed differently when differences in the characteristics appeared. We came 
to the problem that the performance and efficiency of the model are limited to that place 
and time of the study, and the research must be continuous at each new study to obtain 
models with better results. 

This challenge highlights the need to test multiple machine learning (ML) prediction 
models to identify the most accurate and suitable one for each area. Identifying the 
primary sources of pollutant emissions to enhance the forecasting capabilities is crucial. 
All input factors, including pollutant concentration and meteorological data, are 
considered inputs for the prediction model, and are divided into training and testing sets. 
When evaluating the models' performance, variations in evaluation methods, such as the 
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selection of training and testing sets or the choice of performance metrics, can lead to 
differences in reported performance. [32]. 

To assess the performance of ML models, several commonly used performance indices 
are employed, including Root Mean Square Error (RMSE), Mean Square Error (MSE), 
and Mean Percentage Absolute Error (MPAE). These indices help evaluate the accuracy 
of the models. 
 
4. RESEARCH QUESTIONS 

In this reviewed paper, several questions arise: 

1) Is it feasible to develop a single model for a geographic area suitable for use at 
different times? 

2) To what extent can an air pollution prediction ML model maintain accuracy within 
different periods in the same geographic area? 

3) How well can an air pollution prediction ML model preserve accuracy within 
different distances in the same geographic area? 

4) What factors influence the accuracy of the model? 

In pursuit of our objectives, this paper undertakes a comprehensive review and 
exploration of pertinent literature, focusing on studies that have employed machine 
learning techniques to predict PM2.5 concentration. Our investigation is centered on 
analyzing key factors, including dataset size, hyperparameters, and preprocessing 
methodologies, specifically within the context of Beijing. Seven articles spanning the 
years 2015 to 2023 were meticulously gathered and evaluated, encompassing a total of 
42 distinct prediction models. All the selected studies share a common geographic area 
and a singular dependent variable: PM2.5. Notably, we delve into a detailed examination 
of the hyperparameters utilized in these models to elucidate their architectural 
distinctions. Furthermore, our inquiry investigates how employing the same prediction 
model within a consistent geographic region for the same pollutant at different time 
intervals may yield divergent performance metrics. 

This paper is structured in different sections. Section 1 presents an introduction to the 
problem statement and proposed method, and section 2 explores and reviews the recent 
literature studies and compares the performance of the suggested models. Section 3 
presents the research methodology that will be implemented in this paper. Section 4 
presents background about Beijing City and the levels of PM2.5 impact. Finally, it 
presents the discussion, results, conclusions, and future work.  
 
5. LITERATURE REVIEW  

This section explores and reviews the current literature of studies proposed for simulating 
and predicting mathematical models for classifying and examining the environmental 
issues and MP2.5 impact levels.  
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In a recent investigation conducted by Al-qaness [33], an updated Informer deep learning 
model known as the ResInformerStack was introduced. This model was systematically 
benchmarked against two other models, InformerStack and ResInformer, using multiyear 
datasets between 2014 to 2022. The outcomes of this comparative analysis highlighted 
the superior performance of the proposed ResInformerStack model, as evidenced by its 
lower RMSE and higher R2 values, with the results (0.2852, 0.8285) for Informer, (0.2692, 
0.8472) for InformerStack, and (0.2822, 0.8320) for ResInformer, respectively. The 
ResInformerStack model, in particular, demonstrated the most promising results with an 
RMSE of 0.2623 and an R2 of 0.8549. 

In [34], an attention mechanism was introduced for the prediction model ADST-ML (CNN 
+ LSTM). This method was compared with several other models, including HA, 
Regression, ARIMA, Random Forest, MLP, LSTM, and LSTM-FC. The individual results 
for RMS (Root Mean Square) for a 1-hour ahead prediction are as follows: 56.866, 
38.815, 36.235, 48.663, 27.534, 28.732, and 19.454, respectively. These results were 
obtained using PM2.5 and meteorological data from May 2014 to April 2015. Significantly, 
with a window size of 12, the RMSE measured 15.374. Meanwhile, for the ADST-ML 
model (CNN + LSTM) configured with a learning rate of 0.0009, the RMSE dropped to 
10.974. These results underscore the model's effectiveness, particularly when it's 
combined with the attention mechanism. This study's limitation is that the missing rate in 
the data set for PM2.5 concentration is 13.26%, and the missing rate for weather is 
14.52%. This limitation will make the proposed model unable to forecast or handle 
unforeseen events and limit its generality.  

In the literature review, Du et al. [12] proposed an optimized extreme learning machine 
(ELM) model called the TVF-EMD-HHO-ELM model. They compared this model with 
several other models, including the Persistence model, TVF-EMD-ELM, VMD-HHO-ELM, 
ICEEMDAN-HHO-ELM, TVF-EMD-SCA-ELM, and TVF-EMD-HHO-ELM. The evaluation 
was performed using data collected from April 1, 2018, to August 10, 2019, specifically 
for the pollutant PM2.5. 

The evaluation results were reported regarding two performance metrics: root mean 
square error (RMSE) and coefficient of determination (R2). Here are the results for each 
model. The persistence Model is often used as a baseline model. The root mean square 
error (RMSE) for this model was 18.2972, indicating that, on average, the model's 
predictions were off by about 18.3 units. The R-squared (R2) value, which measures how 
well the model explains the variance in the data, was 0.4654, suggesting that this model 
had limited predictive power. TVF-EMD-ELM model incorporates time-varying filter-based 
empirical mode decomposition (TVF-EMD) and extreme learning machine (ELM). It 
performed better than the Persistence model with an RMSE of 14.5847, making its 
predictions more accurate. The R2 value also improved significantly to 0.8883, indicating 
a better fit to the data. VMD-HHO-ELM is a model that uses Variational Mode 
Decomposition (VMD), Harris Hawks Optimization (HHO), and ELM. It further improved 
the RMSE to 5.7581, signifying even more accurate predictions. The R2 value reached 
0.9721, indicating a solid explanatory capability. ICEEMDAN-HHO-ELM model employs 
Intrinsic Mode Functions (IMFs) Complementary Ensemble Empirical Mode 
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Decomposition with Adaptive Noise (ICEEMDAN) and HHO optimization with ELM. It 
outperformed the previous models with an RMSE of 5.4582 and an R2 of 0.9524, 
demonstrating accurate predictions. 

TVF-EMD-SCA-ELM is a model that combines TVF-EMD, Single Component Analysis 
(SCA), and ELM. It achieved an even lower RMSE of 1.8169, indicating highly accurate 
predictions. The R2 value was exceptionally high at 0.9965, suggesting an excellent fit to 
the data. TVF-EMD-HHO-ELM is the proposed model in the study, incorporating TVF-
EMD, HHO optimization, and ELM. It performed the best among all the models with an 
RMSE of 0.9442, which implies the most accurate predictions. The R2 value was 
extremely high at 0.9986, indicating an exceptional ability to explain the variance in the 
data.  

In summary, with the move from the Persistence model to more complex models, the 
RMSE decreases, indicating improved predictive accuracy. The R2 value also increases, 
demonstrating a better fit of the model to the data. The TVF-EMD-HHO-ELM model 
stands out as the best-performing model in terms of RMSE and R2, suggesting it is highly 
effective for PM2.5 concentration prediction. In a study [14] used a dataset of several 
meteorological factors, including wind speed, wind direction, temperature, precipitation, 
pressure, relative humidity, and pollutant concentrations (PM2.5, PM10, NO2, SO2, O3, 
CO). The performances of several models were compared, including linear regression 
(LR), autoregressive integrated moving average (ARIMA), support vector regression 
(SVR), backpropagation neural network (BPNN), long short-term memory (LSTM), gated 
recurrent unit (GRU), deep temporal convolutional neural network (DeepTCN), and other 
models that use decomposition methods. The study found that CEEMDAN + SVR had 
the lowest RMSE (1.2813) for one h, followed closely by CEEMDAN + LSTM (1.2892) 
and CEEMDAN + DeepTCN (1.1064). Some ML models can robustly handle missing 
data, but some might need extra supporting methods and techniques [35]. To overcome 
this issue in [14], fill in the missing values using the linear interpolation method to obtain 
a continuous time series. In a study by Sun and Li, various meteorological inputs, 
including humidity, were used along with air pollutants (humidity, PM10, SO2, NO2, O3, 
and CO) to evaluate the performance of several models, including BPNN, IBPNN, ELM, 
LSSVR, and stacking (PACF+SCC+BPNN+IBPNN+ELM) [36]. It found that the stacking 
model had the lowest RMSE (3.15) and the highest R2 (0.999). The limitations of this work 
arise from adding two hidden layers to BPNN, the risk of overfitting and increased 
computational cost. On the other hand, two data processing methods were utilized: the 
partial autocorrelation function (PACF) and the Spearman correlation coefficient SCC.  

In [37], they proposed a model for examining the air pollutants concentrations (PM2.5, 
SO2, NO2, CO, and O3), which achieved a better RMSE using ICEEMDAN as a 
decomposition tool and the prediction model ICA-BPNN. Feng et al. proposed an 
ICEEMDAN-ICA-BPNN model that utilized a one-year dataset covering November 2016 
to July 2017. The proposed model was compared with several other models to prove its 
superiority, including the autoregressive integrated moving average (ARIMA), 
generalized regression neural network (GRNN), and neural networks (BPNN, SBO-
BPNN, ICA-BPNN, and ICEEMDAN-ICA-BPNN). The results of the ICEEMDAN-ICA-
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BPNN model outperform the other models, with RMSE of 1.8902 and R2 of 0.9955. It is 
found that adding more layers can improve the generalization ability and avoid local 
minima, but this will increase the complexity of the model. Instead, advanced heuristic 
algorithms such as ICA have been proposed to overcome these challenges and to 
optimize the weight and thresholds of the BP network. The limitation of this study is the 
small size of the data set and the exclusion of the meteorological data. Feng et al. [32] 
used a one-year dataset from September 2013 to October 2014. This dataset includes 
meteorological data and pollutant concentrations (PM2.5, PM10, NO2, SO2, O3, CO). A 
backpropagation neural network (BP) compared to models that incorporate trajectory and 
wavelet transformation. The study proves that adding a trajectory and wavelet 
transformation improved the model performance regarding RMSE. For instance, the 
RMSE for one day using BP alone was 28.63, but the RMSE decreased to 15.65 with the 
BP + trajectory model + wavelet. The proposed model faced different challenges, such 
as BP suffering from local minima with complex mapping and missing data with a large 
standard deviation of PM2.5 concentration.   

According to the literature of studies, the following challenges were examined: 

 The size and quality of the data set 

 The continuity of the accuracy of the prediction model 

 The computational cost of the proposed model  
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The contribution of the reviewed papers and the research gaps are summarized in Table 1. 

 Model RMSE R2 Data Set Contribution Limitations 

[38] 

BP 28.63  

September 1, 2013, to 
October 31, 2014 
Meteorological, PM2.5, 
PM10, NO2, SO2, O3,  CO)  

a novel hybrid model that 
combines air mass 
trajectory analysis and 
wavelet transformation to 
enhance the forecast 
accuracy of daily average 
concentrations of PM2.5 
two days in advance using 
an artificial neural network 
(ANN) 
BP alone suffered from 
local minima 

Some data were missing 
due to instrument 
malfunctions. In 
contrast, the authors 
considered the days with 
consecutive hourly gaps 
of more than four hours 
or the cumulative 
amount of missing data 
exceeding eight hours to 
be discarded. 

BP + trajectory model 24.84  

BP+ trajectory model 
+wavelet 

15.65  

[37] 

ARIMA 23.4705 0.4143 

November 1, 2016, to July 31, 
2017 
Air pollutants (PM2.5, SO2, 
NO2, CO, O3) 

1. Achieving good 
performance in accuracy 
and effectiveness in the 
designed early warning 
system. 
2. Develop a real-time air 
quality forecasting system 
to support haze 
management. 

The data set is small, 
and the meteorological 
data is excluded. 

GRNN 10.2774 0.8783 

BPNN 6.9356 0.9402 

SBO-BPNN 6.8130 0.9434 

ICA-BPNN 6.7684 0.9440 

ICEEMDAN-ICA-BPNN 1.8902 0.9955 

[36] 

BPNN 31.31 0.969 

Data set during Jan 2017 
Humidity PM10 , SO2  , NO2 
, O3,  CO 

Use of PACF and SCC for 
data processing. 

The limitations of this 
work arise from adding 
two hidden layers to 
BPNN, the risk of 
overfitting and increased 
computational cost. 

IBPNN 23.88 0.984 

ELM 28.39 0.974 

LSSVR 35.77 0.947 

Stacking (PACF+SCC + 
BPNN+IBPNN+ELM+LSSVR) 

3.15 0.999 

[14] 

LR 5.259 
CEEMDANLR 

1.4950 w s, w d, temp, 
precipitation, pressure, 
relative humidity, M2.5, 
PM10, NO2, SO2, O3, CO 
Two years data 
 
Without exogenous variables, 
1.9275 

Linear interpolation fills 
missing values in the 
dataset, enabling 
continuous time series. 
 
Investigating extracted 
multi-scale components of 
PM2.5 concentrations and 
multi-factor information of 

This method may not 
work well for data with 
irregular or complex 
patterns, whereas 
outliers in the data can 
affect interpolation 
accuracy. 
 

ARIMA 5.2491  

SVR 5.5224 
CEEMDAN+SVR 

1.2813 

BPNN 5.6460 
CEEMDAN + 
BPNN 1.4971 

LSTM 4.7490 
CEEMDANLSTM 

1.2892 
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GRU 4.7750 
CEEMDANGRU  

1.3521 
With pollutant concentrations, 
time variables and 
meteorological factors 1.1064 

exogenous variables 
improves prediction 
performance. 
 

DeepTCN 4.5710  

EEMD + LSTM 2.9203  

EMD + GRU 2.623  

CEEMDAN + DeepTCN 1.1064  

[12]  
 
  

Persistence model 18.2972 0.4654 

PM2.5 only 
 
April 1, 2018, to August 10, 
2019 

obtaining higher prediction 
accuracy by using an 
optimized extreme learning 
machine (ELM) with the 
proposed model 

The meteorological 
parameter and other 
pollutant concentrations 
are excluded from being 
input in this model to 
evaluate the 
computational cost of the 
proposed model. 

TVF-EMD-ELM 14.5847 0.8883 

VMD-HHO-ELM 5.7581 0.9721 

ICEEMDAN- 
HHO-ELM 

5.4582 0.9524 

TVF-EMD-SCA-ELM 1.8169 0.9965 

TVF-EMD-HHO-ELM 0.9442 0.9986 

[34]  

HA 56.866  

PM2.5 and meteorological 
data from May 1, 2014 to April 
30, 2015. 
Learning rate (0.0009) 
(RMSE 10.974) 

Window size 12 (RMSE 
15.374) 

When conducting 
experiments on a dataset 
containing Beijing air 
quality inspection records, 
ADST-ML outperforms 
baselines regarding 
prediction accuracy. 

The dataset has a high 
missing rate (13.26% for 
PM2.5, 14.52% for 
weather), limiting 
forecasting capabilities. 

Regression 38.815  

ARIMA 36.235  

Random forest 48.663  

MLP 27.534  

LSTM 28.732  

LSTM-FC 19.454  

ADST-ML(CNN + 
LSTM)+Attention mechanism 

15.812  

[33] 

Informer (deep learning) 0.2852 0.8285 

data set PM2.5 only, from 
January 1, 2014 to February 
17, 2022, 

1. Supporting the collection 
of daily symptoms and 
high-quality weather data, 
allowing examination of the 
relationship between 
weather and pain. 
2. Demonstrating 
significant relationships 
between relative humidity, 
pressure, wind speed and 
pain, with correlations 
remaining even when 
accounting for mood and 
physical activity. 

The effect of weather on 
pain was not fully 
explained by its day-to-
day effect on mood or 
physical activity. 

InformerStack 0.2692 0.8472 

ResInformer 0.2822 0.8320 

ResInformerStack 0.2623 0.8549 

Table 1: Summary of the model's contribution and limitations 
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6. RESEARCH METHODOLOGY 

This paper comprehensively reviews and explores the recent studies related to simulating 
and predicting mathematical models for classifying and examining the rate of PM2.5 
impact. The research determines the method for selecting the needed papers in this 
review. Also, Beijing city in China is used as a case study due to its high levels of PM2.5. 
The selected models are then compared using various performance factors, which 
include Root Mean Square Error (RMSE) and coefficient of Determination (R2), to 
determine the most effective method for predicting the impact of PM2.5 pollution as 
presented in equations 1, 2, and 3. The paper also discusses the limitations of current 
models and suggests areas for future research in this field. 

RMSE = √
1

𝑁
∑ (𝑦𝑡 − 𝑦𝑡

^) 𝑁
𝑡=1

2 
                    …..(1) 

MSE = 
1

𝑁
∑ |𝑦𝑡 − 𝑦𝑡

^| 𝑁
𝑡=1                              …..(2) 

MPAE =  
1

𝑁
∑ |1 − (𝑦𝑡

^/𝑦𝑡)| 𝑁
𝑡=1                   …..(3) 

 
7. RESULTS AND DISCUSSION 

A spectrum of models has been explored in the realm of PM2.5 prediction in Beijing. Feng 
et al. offer a moderate RMSE of 15.65 [32]. In contrast, P. Jiang et al. shine with an 
impressive RMSE of 1.8902, catering to real-time forecasting needs [37].  

Sun & Li employs a diverse stacking model with an RMSE of 3.15, hinting at potential 
optimizations [36]. F. Jiang et al. integrate advanced techniques, yielding an RMSE of 
1.1064 [14]. Du et al. stand out with a notably low RMSE of 0.9442, emphasizing model 
simplicity [40]. On the other hand, Yang and Zhang exhibit an RMSE of 15.812, 
suggesting room for architectural improvements [34]. Al-qaness et al.'s model notably 
excels with an exceptionally low RMSE of 0.2623.  

The choice of model hinges on specific requirements, with Du et al.'s and Al-qaness et 
al.'s models standing out for their precision. Other models may benefit from further fine-
tuning, highlighting the evolving landscape of PM2.5 prediction in Beijing. Figure 4 
demonstrates the enhanced accuracy of prediction models in Beijing between 2015 and 
2023, except for the 2023(1) model proposed in reference [34]. This improvement can be 
attributed to the effective tuning of hyperparameters in deep learning models and 
advancements in dataset quality and size. 
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Figure 4: The RMSE of the reviewed papers 

The choice of the source and the size of dataset is pivotal in machine learning. Some 
studies, like [39], [37], [12], [40], and [34], opt for one-year data, while others, such as 
[14] [33], extend to three and eight years, respectively as shown in Table 2. There is also 
variation in the inclusion of inputs. Feng et al. [39], F. Jiang et al. [14], and Yang & Zhang 
[34] integrate meteorological and air pollutant data. In contrast, P. Jiang et al. [37] focus 
on PM2.5 and air pollutants, and Du et al. [40] and Alqaness et al. [33] exclusively use 
PM2.5. This diversity underscores the challenges researchers face in collecting data and 
understanding the significance of certain input factors. For instance, Sun & Li removed 
temperature as an input due to its limited impact on PM2.5 hourly. The final choice of 
input features is often a complex, context-specific decision [36]. 

Following data collection and preprocessing, hyperparameter tuning becomes imperative. 
Hyperparameters are preset configurations that significantly influence how a model learns 
and performs. Each machine learning model demands its unique set of hyperparameters 
tailored to the dataset for optimal results. The complexity of a model, measured by the 
number of layers, impacts accuracy and the risk of overfitting. While the studies reviewed 
employ diverse hyperparameter tuning approaches (as detailed in Table 3), it's worth 
noting that Al-qaness et al. [33] achieved the best RMSE with low computational costs, 
highlighting the crucial role of hyperparameter optimization in enhancing predictive 
accuracy. This achievement underscores the critical role of hyperparameter optimization 
in enhancing predictive accuracy. 
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Table 2: Data set sources 

Ref Data set Source Data set size Data set elements 

[39] Jing-Jin-Ji Station One year  Meteorological, PM2.5, PM10, NO2, 
SO2, O3,  CO 

[37] Ministry of Environment 
Protection 

One year PM2.5, SO2, NO2, CO, O3 
 

[36] http://www.pm25.com/city. One month Humidity PM10 , SO2  , NO2 , O3,  CO 

[14] https://www.heweather.com Three years Meteorological, PM2.5, PM10, NO2, 
SO2, O3, CO 

[12] https://www.aqistudy.cn/. One year PM2.5 only 

[34] Air Project One year PM2.5 and meteorological 

[33] (https://aqicn.org/data-
platform/covid19/,. 

Eight years PM2.5 only 

Table 3: Hyperparameters 

Ref Hyperparameter The model Horizon of 
Prediction 

RMSE 

[39] 
First layer 10 
Second layer 8 
 

BP+ trajectory model 
+wavelet 

Daly 15.65 

[36] 
First layers = 6 nods  
Second layers = 3 nods, learning rate = 
0.1; iteration = 100; goal = 0.00004 

Stacking 
(PACF+SCC + 

BPNN+IBPNN+ELM
+LSSVR) 

Hourly 3.15 

[14] 
The training epochs were 100, the batch 
size was 128, and the learning rate was 
0.01. 

CEEMDAN + 
DeepTCN 

Hourly 1.1064 

[34] 

Three-layer CNN: 
 First layer: - input channels = 8, - output 
channels = 32, kernel size = 3, stride = 1, 
padding = 1). 
Second layer: - input channels = 32, - 
output channels = 64, kernel size = 3, 
stride = 1, padding = 1). 
Third layer: - input channels = 64, - output 
channels = 128, kernel size = 3, stride = 
1, padding = 1). 
inference network is that the number of 
input channels of the first layer CNN is 7, 
input in LSTM layer = 128.  
Learning rate. =  (0.0009) 

ADST-ML(CNN + 
LSTM)+ Attention 

mechanism 
Hourly 10.974 

[33] 

Two encoder layers and one decoder 
layer with eight attention heads.  
The ADAM optimizer with an initial 
learning rate of 1E−4, batch size = 16 for 
50 epochs. The early stop is within ten 
epochs.  

ResInformerStack Hourly 0.8549 

Based on these findings, it can be concluded that utilizing hybrid, ensemble, and meta-
learning approaches can enhance the performance, and we can conclude these points in 
the proposed problem and research questions (1, 2,3 and 4): 

http://www.pm25.com/city
https://www.aqistudy.cn/
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The answer of question 1 “Is it feasible to develop a single model for a geographic area 
suitable for use at different times?” 

Feasibility of developing a single model for a geographic area across different times: 

 Developing a single model for air pollution prediction in a specific geographic area 
poses challenges due to variations in pollutant emissions, meteorological 
conditions, and other factors over time. 

 Temporal variations, such as seasonal changes, weather patterns, and human 
activities, can impact the effectiveness of a model trained on data from a specific 
time. 

 Continuous research and model updates are necessary to account for temporal 
variations and improve the accuracy of air pollution prediction models over time. 

 The answer of  2  “To what extent can an air pollution prediction ML model 
maintain accuracy within different periods in the same geographic area?” 

Maintaining the accuracy of the same ML model across various periods within the same 
geographic area: 

 The accuracy of an ML model for air pollution prediction can vary across different 
periods within the same geographic area. 

 Changes in pollutant sources, emission patterns, and meteorological conditions 
can affect the model's performance. 

 Regular model updates with new data and incorporating real-time data and 
adaptive modeling techniques can enhance accuracy across different periods. 

 The answer of question 3 “How well can an air pollution prediction ML model 
preserve accuracy within different distances in the same geographic area?” 

Maintaining the accuracy of the same ML model across different distances within the 
same geographic area: 

 The distance between monitoring locations can influence the accuracy of an ML 
model for air pollution prediction within the same geographic area. 

 Spatial variations in pollution sources, terrain, and local meteorological conditions 
can lead to variations in air pollution levels. 

 Developing localized models or incorporating spatial factors as input features can 
improve accuracy across different distances within the same geographic area. 

The answer of question 4 “What factors influence the accuracy of the model?” 

Factors influencing the accuracy of air pollution prediction models: 

 The quality and representativeness of input data, including pollutant concentrations, 
meteorological conditions, emission sources, and other relevant factors, are crucial 
for model accuracy. 
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 The variation in the Spatial and temporal of the study area impacts pollutant levels 
and model performance. 

 The choice of ML algorithms, model complexity, and feature selection can affect 
prediction accuracy. 

 Sufficient and diverse training data, representative of the target area and time are 
essential for building accurate models. 

 Appropriate model evaluation and validation techniques, along with the selection of 
suitable evaluation metrics, are essential for assessing model performance. 

 
8.  CONCLUSION 

Regarding the challenges associated with PM2.5 prediction, ordinary single models 
perform worse than hybrid, ensemble, and meta-learning models. Moreover, it appears 
from several studies that differences in RMSE values of the same model are to be 
expected even when performed at the same location. As mentioned earlier, there are 
several reasons for these differences: 

1. Differences in data sets: Different studies may use different data sets with different 
sizes, temporal resolutions, and input parameters. These differences can affect the 
performance of the model. 

2. Model configuration: even if the same model is used, different studies may use 
different formats, such as the number of hidden layers, number of neurons, learning 
rate, activation functions, and regularization techniques. These differences may also 
affect the performance of the model. 

3. Evaluation metrics: although RMSE is a common evaluation metric, other metrics 
such as mean absolute error (MAE), coefficient of determination (R-squared), and 
mean absolute error percentage (MAPE) can also be used to evaluate model 
performance. The use of different metrics can lead to different results. 

4. External Factors: There may be external factors that affect air pollution, such as 
weather patterns, traffic congestion, and industrial activities. These factors may 
change over time and affect the performance of the model. 

It is important to carefully evaluate the results of different studies and consider the 
differences in data sets, model configurations, and evaluation scales when comparing the 
performance of other models. 

Therefore, there is no definitive answer to the question of which model was the best 
among those used in these studies. Overall, the choice of the best model depends on the 
specific context and problem, as well as the amount and quality of available data and 
resources. Top of Form When the performance of the same model ML varies according 
to changes in the characteristics of the same area, the preference of one model over 
another is a relative issue and not a clear preference. The paper concludes that the 
comparison between air pollution prediction models must be made under the same 
conditions and with the same future characteristics. The solution proposed in this paper 
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is the need for automatic tuning ML air pollution model is necessary. The current literature 
is limited to only seven studies. However, more studies need to be added for the same 
area to find more critical features that can be discussed. 
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