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Abstract 

Batch back propagation (BBP) algorithm is commonly used in many applications, including robotics, 
automation, and global positioning systems. The man drawbacks of batch back propagation (BBP) 
algorithm is slow training, and there are several parameters needs to be adjusted manually, also suffers 
from saturation training. The objective of this study is to improve the speed uptraining of the BBP algorithm 
and to remove the saturation training. To overcome these problems, we have created a new dynamic 
learning rate to escape the local minimum, which enables a faster training time. We presented dynamic 
batch backpropagation algorithm (DBBPLR) which training with dynamic learning rate. This technique was 
implemented using a sigmoid function. The XOR problem, the Balance dataset, and the Iris dataset were 
used as benchmarks with different structures to test the efficiency of the dynamic learning rate. The real 
datasets were divided into a training set and a testing set, and 75 experiments were carried out using Matlab 
software2016a. From the experimental results, it can be shown that the DBBPLR algorithm provides 
superior performance over the existing BBP algorithm in terms of training, the speed of training, time 
training, number of epochs and accuracy training and also with existing work. 

Keyword: Artificial neural network, Batch Back-propagation algorithm, local minimum, Speed up Training, 
dynamic training rate. Auto -Adaptive the weight 
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1. INTRODUCTION 

An ANN provides a supervised learning algorithm which implements a nonlinear model 
within [0, 1] or [-1, 1], depending on the activation function. The BP algorithm involves 
parallel processing, which consists of several parameters which need to be adjusted to 
minimize error training. Applications involving multilayer perceptions have seen 
enormous advancements thanks to the BBP algorithm [1], [2].  Because it is accurate for 
training, the batch BP algorithm, a new method of updating weight, is frequently used in 
training algorithms.  Gradient descent is a popular technique for adjusting the weight 
using a change in error training (E); however, this approach is not ensured to find the 
global minimum error because the training is slow and readily converges to a local 
minimum [3],[4], [5]. Regarding training, the BBP algorithm performs well [6] ,[7] ,[8]. 
However, the main drawbacks of BBP algorithm  are   slow training rate,  and easy 
convergence to a local minimum, with propensity  to  training saturation [9],[10],[11]. in 
addition to these problem ,the BBP algorithm has a number of drawbacks such as  the 
learning rate and momentum term must be manually adjusted [12,[13],[14].Therefore, one 
of the requirements for speeding up the BBP algorithm is adaptive learning rate as   
dynamic funcation .  

The adaptive learning rate is thus one of the conditions for speeding up the BBP 
algorithm.   In order to facilitate quick convergence and minimize error training, the 
learning rate needs to be sufficiently high to allow for escaping the local minimum. 
However, the highest earning rate value results in quick training with oscillation error 
training.   Contrarily, a low learning rate causes a weight to reflex, which causes a flat 
spot, which slows down the training of the BBP algorithm.  The adaptive learning rate is 
thus one of the conditions for speeding up the BBP algorithm.   In order to facilitate quick 
convergence and minimize error training, the learning rate needs to be sufficiently high to 
allow for escaping the local minimum. However, the highest training rate value results in 
quick training with oscillation of training error.   Contrarily, a low values of learning rate 
causes a weight to reflex, which causes a flat spot, which slows down the training of the 
BBP algorithm. The BBP algorithm cannot be trained smoothly with values that are either 
too large or too small, so that the too big values or small values are not suitable for smooth 
training of BBP algorithm. Manually choosing the best or most appropriate values during 
training the BBP algorithm is a big challenging. [15]. Small changes to the training weight, 
on the other hand, cause the BBP algorithm to train more slowly, while significant changes 
to the weight produce training that is not smooth. 

To solve this issue, a number of techniques, including the heuristic approach, have been 
developed to enhance learning, speed up the BBP algorithm, or escape local minima. 
The BP algorithm's training rate can be increased using a variety of techniques, but 
heuristic methods are currently the most popular. The most important factor influencing 
how often a neural network updates its weights is its training rate. 
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2. LITERATURE REVIEW 

Many studies of this have been carried out, such as that in [16] proposed a new algorithm 
involving adjusting the dynamic training rate with a penalty for escaping from local 
minima. The weight is updated together with the penalty and the relationship between the 
training rate and the penalty. In this approach, the training rate η is a fixed at 0.013 and 
the penalty parameter is set as 0.001. The results are compared with the (SBP) algorithm. 
Numerous studies have been done on this, such as the one in [16], which proposed a 
new algorithm involving adjusting the dynamic training rate with a penalty for escaping 
from local minim. In this study, the training rate is fixed at 0.013 and the penalty parameter 
is set as 0.001. The outcomes are compared with the (SBP) algorithm. The study in [17] 
suggests a dynamic learning rate with a penalty λ to enhance the batch BBP algorithm. 
The learning rate is set to = 0.15, and the penalty coefficient is set at λ > 0 the algorithm 
used a sigmoid activation function. The structure of algorithm has t three layer, one input 
layer with WO node, two hidden layer and one layer with one node during training, the 
batch BBP algorithm's weight update is constrained. The experimental findings 
demonstrate that the BPAP, with a fixed learning rate, trains more quickly than the BBP 
algorithm. In [18], three different BBP algorithm structures each with a momentum factor 
were used to examine the effects of the input parameters. Utilizing conjugate gradient 
descent is the BBP algorithm. The activation function was a sigmoid function. The 
experiments started with a sample structure and varied the value of the learning rate in 
order to achieve the research's objectives of examining how variations in learning rates 
affected the recognition rate. The third method used a BBP algorithm with a conjugate 
gradient descent, while the second method used a range values of learning rates and 
hidden node values. The experimental results showed that the momentum factored BBP 
algorithm had the highest recognition rate. Whereas the recognition rate for the other 
methods was 0.99. The work in [19] presented a dynamic BBP algorithm for training with 
a boundary. In this case, the weight was updated under the constraints of this boundary; 
a sigmoid function was used as the activation function. The boundary helps to increase 
the rate of training of the BP algorithm and enhances the classification rate; in this study, 
the value of the classification correction was 91.1%.  

The remainder of this paper is organized as follows: Section 2 describes the materials 
and method used; Section 3 presents the implementation; Section 4 presents the 
experimental results; Section 5 a discussion; Section 6 evaluation of the Performance of 
improving algorithm; Section 7 conclusions of the study; and Section 8 discusses future 
work. 
 
3. RESEARCH MATERIALS AND METHODS 

This kind of this research belongs to the heuristic method. This method includes the 
learning rate and momentum factor. To investigate the aims of this study there are many 
steps as follows: 
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3.1 Dataset 

The data set is crucial for verification in order to strengthen the BBP algorithm. All data 
used in this study were obtained from the UCI Machine Learning Repository using the 
following link: https://archive.ics.uci.edu/ml/index.html. Every real dataset is transformed 
into a normalization dataset between [0, 1]. The entire data set was divided into two sets: 
a training set and a testing set. 

3.2 Neural Network Model 

The training BBP algorithm consists of three stages, namely, forward propagation, in 

which each input unit ix receives an input signal ix  and broadcasts this signal to the next 

layer until the end layer in the system. When the output from the previous layer reaches 
the end step and the start feedback, the backward propagation of this step begins. In the 
batch BP algorithm, the weight adjustment stage for every layer is adjusted 
simultaneously at the end steep [20],[21]. This study proposed a three-layer neural 
network with an input, hidden layer, and output layer that makes up the ANN model. The 

nodes that make up the input layer—which are thought of as { 1x
, 2x

,..., ix
 } depend on 

the different types or attributes of the data. Two hidden layer layers with four nodes make 

up whereas the  hZ  .and rZZ  are the first and second layer respectively. The output layer 

rO    is made of one layer with one node. Three basis, two of them are used in the hidden 

and one in the output layer, which is denoted by 0 ju
,  0kv

 and 0rw
.  hjv

 Is the weight 

between neuron h from hidden layer hZ   and neuron j from the hidden layer rZZ  . ihu  Is 

the weight between neuron  i  in the input layer and neuron h in the hidden layer. Finally, 

the sigmoid function is employed as an activation function.  

In this study   proposed two structures, in order to verify the improved of dynamic 
algorithm with several dataset. However, the first structure (I: 2H: O) is consist of a multi-
neural network (ML) with three layers – an input layer (I), two hidden layers (2H) with four 
nodes. And output layer (O) which consists of one layer with one neuron. Three biases 
are used in the two in hidden layers, and one is used in the output layer.  In the contrary 
the second structure is (I: H: O), which consists of an input layer, one hidden layer with 
two nodes, and one output layer with one node. Two biases are used in the one in hidden 
layers, and one is used in the output layer. However, the bias takes one value. The 
training of BBP algorithm shown in the figure 1 below 
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Figure 1: Batch BP Algorithm Structure 

Before presenting the DBBPLR algorithm, let us briefly define some of the notations used 
in the algorithms follows 

hZ  First hidden layer for neuron h, h = 1, …, q 

rZZ

 
 Second hidden layer for neuron j, j = 1,..., p 

Or Output layer for neuron r 

ihu  The weight between neuron i in the input layer and neuron h in the hidden layer 

0hu  The weight of the bias for neuron j 
 

hjv  The weight between neuron h from hidden layer z and neuron j from the hidden layer ZZ 

0 jv  The weight of the bias for neuron j 
 

jrw  The weight between neuron k from the hidden layer ZZ and neuron r from the output layer O 
 

0rw  
The weight of the bias for neuron r from the output layer 
 

 

w  The difference between the current and new value in the next iteration 
 

r  The error back propagation at neuron r 
 

j  The error back propagation at neuron j 
 

3.3. Create Dynamic Training Rate (DLR) 

The weight update between neuron k from the output layer and neuron j from the hidden 
layer is as follows: 

 jkw t+1  w ( )  
( )

jk

jk

E
t

W t



  


                                                                                   (1) 
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Where ( )jkw t  is a weight change. The weight is updated for each epoch in Equation1, 

and the speed of the training depends on a parameter that affects the updating of the 
weight.  

To choose of the learning rate value can be made using one of two main techniques. The 
first option is to set it too a small constant value between [0,1], and the second techniques 
is to use a series value between [0,1] [22]. However, the training of the BBP algorithm is 
not appropriate for the large or small values of the learning rate. To improve the BP 
algorithm given in Equation (1) 

To avoid local minima and training saturation, a dynamic function can be used to obtain 
an adaptive learning rate as dynamic learning rate with boundary.  We dented the 

dynamic training rate by dmic     as follow: 

1

cos(1 )
dmic

r

k
o

  


                                                                                                     (2) 

Where K is the average of the activation function. The activation function used in this 

study is a sigmoid  function. This formula uses (1- ro ) as an implicit function in   to ensure 

that the expression   cos( 1-Or ) (the boundary function) is a positive value for every value 

of ro , where ro is the output layer at neuron ‘r’.  The dynamic learning rate has both an 

upper and a lower bound; updating of the weight in the BBP algorithm is bounded. We 

substitute  dmic   from Equation (2) into Equation (1) to obtain to getting equation (3): 

 jk

1
w t+1  w ( )  [ ]

cos(1 ) ( )
jk

r jk

E
t k

o W t


   

 
                 

       

                                     (3) 

The weight update is automatic for every layer under effect the dynamic learning rate (
 

dmic
 
). 

3.4. Dynamic Batch Backpropagation (DBBPLR) Algorithm  

The dynamic batch backpropagation (DBBPLR) has three training phases: the forward 
phase, the feedback phase, and the weight update phase. The weights are computed for 
each layer during the forward phase until the end layer or output layer is reached, at which 
point the feedback phase starts. 

3.4.1 Update the Weight Phase in (DBBPLR) Algorithm 

In the batch BP algorithm, the weight in all layers is adjusted simultaneously during the 
weight update stage. The weight update is determined using the formula below:  

For hidden layer jZZ   the weight updating as equation (4) 

kZZ     jr

1
W t+1 ( ) [ ]

cos(1 )
jr r j

r

w t k ZZ
o

  


                                                        
(4) 

For bias   the weight updating as equation (5) 
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 0r

1
W t+1 ( ) [ ]

cos(1 )
jr r

r

w t k
o

  


                                                                   (5) 

    For hidden layer  hZ   the weight updating as equation (6) 

 hj

1
v t+1 ( ) ( )

cos(1 )
hj j h

r

v t k Z
l

  


                                                                                  (6) 

   For biases the weight updating as equation 7      

 0j 0

1
v t+1 ( ) ( )

cos(1 )
j j

r

v t k
l

  


                                                                    (7) 

  For layer  ix  the weight updating as equation (8) 

 ih

1
u t+1 ( ) (  )

sin(1 )
ih h i

r

u t k x
o

  


                                                                (8)
 

 For the biases   
the weight updating as equation (9)

 

 0h 0

1
u t+1 ( ) (  )

cos(1 )
h h

r

u t k
o

  
  

                                                               (9)
 

 
4. EXPERIMENTAL RESULTS 

In this part we going to implement both algorithms, namely DBBPLR algorithm and BBP 
algorithm. In this study, the DBBPLR algorithm is trained using a dynamic function for the 
learning rate which created in equation (2), whereas the BBP algorithm was implemented 
using a manually values for the learning rate from the range [0,1]. Several datasets have 
been used such as, XOR problem, balance, Iris dataset. The tests conducted to verify the 
proposed algorithm are described in this part. We compute training accuracy as follows 
[23]   

Accuracy (%) =
1 − absolut(Ti − Oi     )

UP − LW
∗ 100 

Where UP and LW are the upper bound and lower bound of the activation function. A 
sigmoid function was used, and thus UP = 1 and LW = 0. In the same way this study used 
some criteria to test the performance such as average training time, average S.D, number 
epoch.  

4.1. Experimental Results for the DBBPLR Algorithm with the XOR Problem  
Ten experiments (EX) were carried out using MATLAB, Several criteria were used in this 
study to measure the effectiveness of the dynamic learning rate which created in equation 
2, and the average (AV) of those criteria was taken. The experimental results are 
tabulated in Table 1 below. 
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Table 1: Average the Performance of DBBPLR Algorithm with XOR with  
Different Structure 

 First structure Second structure 

Item Time - sec Epoch Accuracy Time - sec Epoch Accuracy Training 

Average 2.3037 3700 0.9868 5.1185 3323 0.9847 

According to Table 1, the average training time for the first structure is t = 2.3037s and 
the epoch is 3700, while the average training time for the second structure is t = 5.1185s 
and the epoch is 3323. For both structures, the S.D. is nearly zero for   training time. The 
below-mentioned Figure 2 depicts the training curve. 

 

Figure 2: Training Curve of DBBPLR Algorithm with XOR 

As seen in Figure. 2(a), the training curve of DBBPLR algorithm for the first structure is 
decreases with an index epoch to reach the global minimum before 500 epochs, the 
weight training in Figure 2(b) remains the mean. This means that the DBBPLR algorithm 
each curve converges quickly to reach the global minimum. 

4.2. Experimental Results for the BP Algorithm Using the XOR Problem 

In this part implement the BBP algorithm, which present the results, along with trial or 
manual values for each learning rate.  The average results of each experiment (EX) are 
tabulated in Table 2. 

Table 2: Average the Performance of the Training of BBP Algorithm with  
XOR Problem 

 First structure                                         Second structure 

Values of   Time - sec Epoch Time - sec Epoch 

AV 225.7362 1707567 288.8325 2091897 

S. D 127.1295 2541604.076 260.2652 2258757 
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According to Table2, the first structure's average training time with 1707567 epoch is 
225.7362 seconds. The second structure's average training time was 288.8325 seconds 
with 2091897 epochs. Both structures have S.D that are higher than 1. 

4.3 Experimental Results for the DBBPLR algorithm with the Balance Training 
Dataset 
Ten experimental has been done and the result recorded in Table 3 below. 

Table 3: Average the Performance of DBBPLR Algorithm with Balance – 
Training Set 

 First structure Second structure 

Item Time - sec Epoch Accuracy Time - sec Epoch Accuracy Training 

AV 0.1808 1 1 9.1166 50 0.9999 

S.D 0.0352 0 0 1.2615048 7.4860 0.0001 

According to Table 3, in the first structure average training time with 1 epoch is 0.1808 
seconds. in the second structure average training time for 50 epochs is 9.1166 seconds.  
The training accuracy for the first structure is one, but it is nearly one for the second 
structure.  The high accuracy results suggest that the dynamic learning rate aids in 
preventing training saturation, achieving a higher training rate, and reaching the global 
minimum for the DBBPLR algorithm.   

4.4 Experimental Results for the BBP Algorithm with the Balance Training Dataset 

The performance was tested using 250 patterns as a form of training. The results of the 
simulation are given in Table 4. 

Table 4: Average the performance of BBP Algorithm with Balance- Training set 

 First structure Second structure 

Values of   Time - sec Epoch Time-sec Epoch 

AV 477.2925 2804 240.7302 767 

S.D 693.2013 4029.163 265.0521 889.7967 

According to Table 4, in the first structure average training time is 477.2925 s with average 
epoch is 2804, whereas the second structure average training time is 240.7302 s and its 
average epoch is 767. 

4.5 Experimental Results for the DBBPLR Algorithm with the Balance Testing 
Dataset 

The experimental results are recorded in Table 5 below. 

Table 5: Average the Performance of DBBPLR Algorithm with Balance-  
Testing Set 

 First structure Second structure 

Item Time - sec Epoch Accuracy Time - sec Epoch Accuracy Training 

AV 0.196 1 0.9666 10.33 97 0.9859 

S.D 0.0192 0 1.11E-16 0.4808 3.324 5E-05 
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Form table 5 shows that the dynamic learning rate technique, it helps the DBBPLR 
algorithm for reduce training period and improves the convergence of the training period.  
For the first structure average training took an is 0.196 seconds with one epoch. With an 
average training time was 97 epochs.  For the second structure average training time was 
10.33 seconds. The average S.D for time for both structures was less than one, and both 
provided excellent training accuracy. 

4.6 Experimental Results for the BBP algorithm with the Balance Testing Dataset 

In this section, we implement the backpropagation algorithm using 250 patterns, 
representing the testing dataset. The experimental results are given in Table 6 below. 

Table 6: The Performance of the Training of BBP Algorithm with Balance-  
Testing Set 

 First structure                                     Second  structure 

Values of 
  Time - sec Epoch Time - sec Epoch 

AV 1229.0513 6991 1110.9285 14636 

From Table 6 above, it can be seen that for first structure the average time of training is 
1229.0513 second with 6991 epoch. For second structure the average time is 1110.9285 
seconds with 14636 epoch.  

4.7. Experimental Results for the DBBPLR Algorithm with the Iris Training Dataset  

The experimental results are given in Table 7 below 

Table 7: Average Training DBBPLR Algorithm with Iris – Training 

 First structure Second structure 

Item Time - sec Epoch Accuracy Time - sec Epoch Accuracy Training 

AV 0.1143 1 0.9998 2.6906 69 0.9962 

S.D 0.0312 0 2.22E-16 0.1561 0 0 

According to Table 7 above, the average training time for both structures is extremely 
brief: for the first structure, the training time is 0.1143s with one epoch, while for the 
second structure, the average training time is 2.6906s with 69 epochs. Furthermore, the 
DBBPLR algorithm has robustness of   average accuracy for the two structures is 0.9998 
and 0.9962, respectively. The training curve is displayed in Figure 3 below. 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 42 Issue: 09-2023 
DOI: 10.5281/zenodo.8348528 
 

Sep 2023 | 141  

 

Figure 3: Training Curve of DBBPLR algorithm with Iris –Training dataset 

From Figure. 3(a), the DBBPLR algorithm to avoid the flat spot after 10 epochs, while in 
Figure. 3(b), training does not change before 30 epochs for the second structure. For both 
structures, the training curve converges quickly to give the minimum error. 

4.8 Experimental Results for the BBP Algorithm with the Iris Training Dataset 

Table 8: Average Training BP algorithm with Iris – Training 

 First structure                                        Second structure 

Values of   Time - sec Epoch Time - sec Epoch 

A. V 5108.759 254670 735.555 16062 

S.D 10185. 10185.22 742.6004 17109.799 

From Table 8, for first structure the average time training is 5108.759 second with 254670 
epochs while second structure the average time is 735.555 seconds with 16062 epoch.  

4.9. Experimental Results for the DBBPLR Algorithm with the Iris Testing Dataset 

Ten experiments were carried out in Matlab 2016 a. The average of several criteria was 
used in this study for the measurement of the training performance. The experimental 
results are given in Table 9. 

Table 9: Average Training Improve DBBPLR algorithm with Iris – Testing 

 First structure Second structure 

Item Time - sec Epoch Accuracy Time - sec Epoch Accuracy Training 

AV 4.7898 161.7 0.96415 0.9837 35 0.9571 

S.D 1.0638 46.3121 0.0011 0.0719 0 0 

According to Table 9,  the average training time for both structures is quite brief. The first 
structure , the  average  time is 4.7898 seconds, whereas the second structure  ,  the  
average  time takes 0.9837 seconds.   Both structures have the highest accuracy rate. 
Additionally, the average accuracy of DBBPLR algorithm for each structure is 0.96415 
and 0.9571, respectively. 
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4.10. Experiments of the BBP algorithm with Iris - Testing Set 

Table 10: Average Training BBP algorithm with Iris – Testing 

 First structure                                         Second structure 

Values of   Time-sec Epoch Time - sec Epoch 

AV 2087.4398 63339.4 1379.2998 10751 

S.D 2038.5963 65565.41043 1639.3694 5747.54 

From Table 10, the first structure, the average training time is 2087.4398 seconds with 
63339 epochs. For the second structure, the average training time 1379.2998-second 
with 10751 epochs. The S.D for both structures is greater than one. 
 
5. DISCUSSION 

This section presents a discussion of the performance of the training time for each 
DBBPLR and BP algorithm to determine which is superior. We calculate the processing 
time improved following formula [24], [25].   

Processing Time Improved =
Execution time of B𝐵𝑃  𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 

Execution time of DBBPLR 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 
 

5.1. Performance Training of the DBBPR Algorithm versus the BBP Algorithm for 
both Structure    

To validate the improved DBBPLR algorithm, we compare the performance of the 
DBBPLR algorithm and the BBP algorithm with several dataset. The speed-up obtained 
in training is shown in Table 11 below. 

Table 11: Processing time Improved DBBPLR Algorithm Versus BBP with  
First Structure 

First structure Second structure 

Data set 
DBBPLR 
algorithm 

BBP 
algorithm 

Processing 
Time Improved 

DBBPLR 
algorithm 

BBP 
algorithm 

Processing 
Time Improved 

 AV time AV time (BBP/DBBPLR) AV time AV time (BBP/DBBPLR) 

XOR 2.3037 225.7362 97.9885402 5.1185 288.8325 56.4291296 

Balance 
Training 

0.1808 477.2925 2639.89215 9.1166 240.7302 26.4056995 

Balance 
Testing 

0.196 1229.513 6273.02602 10.33 1110.9285 107.543901 

Iris Training 0.1143 5109.759 44704.8031 2.6906 735.555 273.3795 

Iris Testing 4.7898 2087.438 
 

435.8093 0.9837 1379.298 
 

1402.1549 

Average 
Processing 
Time 
improved 

  10830.7352   373.1826 

It is clear from Table 11 that, performance of the DBBPLR   algorithm, which training with 
dynamic learning rate gives superior performance over the BBP algorithm for all datasets. 
For the first structure, the processing time improved is 10830.7352s faster than the BBP 
algorithm, and for the second structure, it is 373.1826times faster than the BBP algorithm.  
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6. EVALUATION THE PERFORMANCE OF DBBPLR ALGORITHM  

To evaluation the performances of the DBBPLR algorithm for speed up training via 
compared with the performance of previous studies. In this study, the error or stop training 
is set at 0.0001; elsewhere, this value is fixed at 0.0001 in the earlier literature, such as 
Liu et al. (2015). In this study, the error or stop training is set at 0.0001; elsewhere, this 
value is fixed at 0.0001 in the earlier literature, such as Liu et al. (2015). Abbas et al. 
(2016) put the stop training at 500 iterations. For the purpose of the comparison between 
the results of this study and the previous works, in this study   rerun again of DBBPLR 
algorithm with different training values of the stop training. In conclusion, the results of 
the current study prove that the DBBPLR algorithm outperforms the previous studies in 
the form of the training time, epoch, and the accuracy training. 
 
7. CONCLUSIONS 

A common technique for enhancing the batch BP algorithm is learning rate, which is also 
a crucial parameter for controlling weight training. The DBBPLR algorithm, which trains 
by dynamic learning ate, is introduced in this study. The weight of each hidden layer and 
output layer is influenced by the dynamic learning rate, which also prevents training 
saturation. The dynamic learning rate has several benefits, including a reduction in 
training time, training error, and number of epochs. The experimental results demonstrate 
that the DBBPLR algorithm outperforms both the BBP algorithm currently in use and also 
exsist studies. 
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