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Abstract 

Due to anomalous changes and for the management of the environment, monitoring and surveillance of 
animal species is a crucial duty. Because increasing environmental change puts many animal species in 
danger, a detailed understanding of the intricacy of the natural environment would be preferable. Installing 
technological systems with the knowledge to address the issues mentioned earlier is necessary for the best 
protection of wild animals and the best monitoring of livestock. This article offers the ResNet50 model, built 
on deep learning and trained using SVMs as a classifier. This work combines the SVM classifier with several 
deep-learning models, including VGG_16, VGG_19, ResnNet101, DensNet121, and Mobil Net. Similar to 
the previous approach, this one uses support vector machines to classify birds after extracting their 
characteristics. The SoftMax layer is swapped out for SVM in the suggested techniques. Using images of 
birds, the performance of the employed models is evaluated. Support vector machines are utilized to 
categorize the appearances of birds in images after a ResNet50 architecture is developed to simulate their 
looks. Instead of using the SoftMax approach, this technique supports vector machines for a more reliable 
and accurate categorization of bird images. Then, another deep learning approach was created based on 
support vector machines, including VGG_16, VGG_19, ResnNet101, DensNet121, and Mobil Net. The 
suggested approaches offer improved accuracy compared to conventional methods because support 
vector machines are more potent classifiers than SoftMax. The performance results demonstrate that the 
suggested models perform better than the standard deep learning, such as VGG_16, VGG_19, and 
ResNet101, DensNet121, and Mobil Net-based SVM models.  

Keywords: Wildlife, SVM, Resnet50, VGG_16, VGG_19, DensNet121, SoftMax, ResnNet101, 
DensNet121 and Mobil Net. 

 
1. INTRODUCTION 

Monitoring and surveilling wild animals in national parks is crucial for biology and ecology. 
Due to unusual changes and for the management of the ecosystem, it is crucial to 
regularly monitor wildlife species. Due to environmental change and fast habitat loss, 
many wildlife species are in danger [1], it will be better to have detailed information about 
the complexity of the natural ecosystem, the number, location, and behavior of the 
animals.  

Identifying their habitat populations and understanding the complex natural ecosystem is 
important for protecting and managing ecosystems because these ecosystems can 
significantly affect human health [1, 2]. For proper protection of wild animals and the best 
monitoring of livestock, there is a need for technological systems to be installed with the 
expertise to combat the above-stated problems.  

Different researchers create different systems, but the technological solutions that are 
employed to address these issues include computer vision techniques combined with 
neural network systems [2]. As a result, many counting techniques have been employed 
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to estimate animal numbers. However, the most alluring strategy for drawing researchers’ 
attention in the literature on automated bird recognition using aerial pictures has mostly 
employed representational image-processing techniques. Several spectral thresholding 
and filtering techniques are used by Gilmer et al. [3], Cunningham et al. [4], and Trathan 
[5].  

Abd-Elrahman [6] developed a template-matching method for bird detection. Where else 
Liu et al. [7] used filtering methods and unsupervised classification for bird counting. 
However, despite their success in counting birds, these techniques have several 
drawbacks, such as the studies' use of a very small number of photos. Additionally, most 
are only employed to capture a small number of photos of particular species in particular 
environments. Due to these restrictions, it is difficult to detect birds that are dispersed 
throughout different settings [8].  

Due to the aforementioned problems, deep learning-based techniques are increasingly 
being studied for use in various object detection applications. Additionally, because to 
their use of deep-layer learning, deep learning-based algorithms exhibit good 
performance on enormous amounts of data. In addition, feature selection is a full task 
that is needed for distinct objection detection in machine learning techniques. Deep 
learning-based techniques, however, can independently extract characteristics from data 
[9]. 

Convolutional neural networks (CNN) are the most widely used model among deep-
learning-based object-detection techniques, having been built primarily as classification 
networks suitable for image-type data [10]. However, various object detection methods 
are developed by various research which is based on CNN based, such as Region-based 
Convolutional Neural Network (R-CNN) developed by [11],  Fast R-CNN suggested by 
[12], and Faster R-CNN proposed by [13].  

All these object-detection CNN-based approaches comprise two steps: the first is to 
identify the bounding box, and the second is a classification performed sequentially. 
Various methods are used for one-stage object detection, such as You Only Look Once 
(YOLO) [14], Single Shot MultiBox Detector (SSD) [15], and Retina Net [16]. All these 
methods of parallel processes were bounding boxes and classification. The one-stage 
object detection processing techniques are quicker than the two-stage techniques, but 
the accuracy performance and computing speed of these two techniques are very 
different from one another because the performance of these models depends on the 
kind of CNN architecture such as, Google net (Inception) [17], Squeeze net  [18], Alex net 
[19], VGGNet [20], ResNet [21], or Dense net [22].  

All of these object recognition and classification techniques based on deep learning 
outperform machine learning-based models. A number of changes have been made to 
further enhance the effectiveness of these techniques. Therefore, most research used 
deep learning-based models in various applications. Ammour et al. [9] used CNN based 
support vector machine (SVM) model for car detection using aerial photographs. Chang 
et al. [23] developed the YOLO v.2 model from pedestrian detection from aerial 
photographs, and Chen et al. [24] evaluate the effectiveness of the Faster R-CNN 
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approach for identifying airports from aerial photos. Similar to this, various studies are 
being carried out to examine the usage of deep learning applications for wildlife 
monitoring with the aid of aerial pictures.   In order to evaluate the effectiveness of the 
employed model, Maire et al. [25] employed CNN and simple linear iterative clustering 
(SLIC) techniques, and Guirado et al. [26] suggested a CNN-based technique for counting 
and detecting the presence of whales using satellite photos.   

This work uses SVM models for deep learning to recognize various birds in photos. Five 
distinct deep-learning-based object-detection techniques were used to assess the aerial 
pictures of wild birds and bird decoys in diverse South Korean locations, such as lakes, 
beaches, reservoirs, and farms. The suggested bird detection models' accuracy, 
precision, and recall were also confirmed. Three key contributions to the field of visual 
recognition of birds are made in this paper. 

1.  ResNet-50 based SVM model is proposed for automatic birds’ recognition.  

2.  Different variants of deep learning-based SVM models are compare.  

3. The effectiveness of the suggested strategies is assessed in terms of accuracy, loss, 
precision, recall, and F1-Score against a variety of other models, including Mobile Net-
based SVM models, ResNet101, DensNet121, VGG-16, and VGG-19. 

The rest of the paper is organized as given. Section 2 will give the Methods and Material. 
The subsection 2.3 explains the proposed model in this paper. Further, section 3 
elaborated on the result and discussion of the paper. Finally, the last section gives the 
conclusion of this research. 
 
2. METHODS AND MATERIAL  

2.1 Residual Network (ResNet-50) 

The ResNet network model was developed by Kaiming [21, 27]. This model consists of 
designing ultra-deep networks that solve the vanishing gradient problem that exists in the 
previous model. Various researchers have developed ResNet with many different 
numbers of layers, such as 101, 34, 50, 152, and even 1202. One of the most efficient 
models among all of these models is the ResNet-50 network model. There are 50 layers 
in the ResNet-50 model. One fully linked layer is employed at the network's end, while 49 
of the 50 levels are convolution layers. There were 3.9 million MACs and 25.5 million 
weights in the entire network.  

Figure 1 depicts the fundamental block diagram of the residual block in the ResNet 
architecture. A residual connection makes up each of the fundamental residual blocks of 
the ResNet model. After executing a variety of processes (for example, convolution with 
various filter sizes, Batch Normalization (BN) followed by an activation function, such as 
a ReLU), the output of a residual layer, which originates from the output of the preceding 
layer can be specified depending on the outputs. However, the operations in the residual 
block can vary depending on residual network architectures [21]. 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 08-2024 
DOI: 10.5281/zenodo.13292340 

Aug 2024 | 131  

 

Figure 1: Residual block Diagram 

2.2 Support Vector Machine (SVM) 

The support vector machine technique is based on statistical theory and is used to widely 
solve the problem of classification [28]. At first, SVM was used for binary classification, but 
currently, it is used to deal with more than two classes. SVM is used to find a linear optimal 
hyperplane that distributes the data into two or more classes. All those elements that 
belong to the same class are on the same side [29].  

This paper shows the impact of the SVM parameter on a bird’s classification performance. 
The proposed technique improves the bird’s classification performance of SVM to find the 
optimal parameters. SVM achieves data discrimination by applying kernel functions to 
transfer the input space to a high-dimensional feature space. It takes less time to train an 
SVM with a linear kernel than another kernel.  

The SVM classifier's brief description is provided below. The inputs for the SVM's training 

set include  T = {(xi,yi) … … . . (xl,yl)}, where xi ∈   R2 and yi ∈ {−1, 1}. The main goal is to 

correctly divide the training dataset into two categories while optimizing the SVM, finding 
a dividing hyperplane, and doing so. The SVM optimization problem is constructed as 
follows:   

min
w ,   b,   ξ

  
1

2
‖xi‖

2 + c ∑ ξi
l
i=1                                                                               (1) 

s. t                             y
i ((w .  ϕ(xi))+b)≥1−ξi

                            ξi ≥ 0,   i = 1 … … … … … . . l 

C > 0 is the error term's penalty parameter; (). The normal vector and the offset of the 
separating hyperplane, respectively, are denoted by w and b in Equation (1); 
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Equation (1) is converted to the Lagrange dual problem as follows. 

min
α

1

2
∑ ∑ yiyjαiαj

l

j=1

l

i=1

(φ(xi). φ(xj)) − ∑ αj

l

j=1
 

s.t              ∑ yiαi = 0l
i=1              0 ≤ αi ≤ C,         i = 1, … … . . l                                (2) 

The Lagrange multipliers 𝛼𝑖 ∈ (0, 𝐶) are generated from Equation (2), and the 
classification decision function (x) is then built as in Equation (3).f(x) =

sign(∑ αiyi
l
i=1 (φ(xi). φ(x)) + b)                                                                    (3) 

The kernel function is often defined as K(xi, x) = (φ(xi). φ(x)). SVM uses a variety of 
kernel functions for its classification purpose. However, the Gaussian kernel function is 
the one that is most frequently utilized in research studies. Because it does classification 
more effectively than the other SVM kernel functions, due to its approximation 
capabilities, the Gaussian kernel function was chosen for this work. Its form is expressed 
as follows: 

k(xi, yj) = exp (−γ‖xi − xj‖
2

)                                                                       (4) 

Where γ is the kernel parameter within the Gaussian kernel function in Equation (4), 
typically, the terms "kernel parameter γ, and c, penalty parameter refer to SVM 
parameters with a Gaussian kernel function that the user should optimize. 

2.3 Proposed ResNet 50_SVM Model 

The ResNet-50 network model is one of the most effective models out of all of these 
models. There are 50 layers in the ResNet-50 model. One fully linked layer is employed 
at the network's end, while 49 of the 50 levels are convolution layers. There were 3.9 
million MACs and 25.5 million weights in the entire network. The detailed architecture of 
the proposed model is discussed below. 

2.3.1 Architecture  

This section explains the architecture of the proposed ResNet-50-based SVM models. 
ResNet-50 is a deep learning algorithm using the dropout approach during training. Our 
suggested system was customized by replacing the ResNet-50's trainable classifier with 
an SVM classifier.  

The major goal of this study is to enhance the suggested model's performance and create 
a new, effective recognition system motivated by the two formalisms. Figure 1 shows the 
detailed ResNet-50 model design. Additionally, Figure 2 shows the ResNet-50-based-
SVM model's suggested network design.  

3.3.2 Modelling  

ResNet-50 normally accepts an input image with three color channels (red, green, and 
blue) and a resolution of 224x224 pixels. It belongs to the ResNet (Residual Network) 
family of models, which are renowned for effectively training extremely deep neural 
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networks while minimizing the vanishing gradient issue. The second layer is a 3x3 max-
pooling layer with a stride of 2, which is followed by a 7x7 convolutional layer with 64 
filters as the first layer. Out of the 50 layers, 49 are convolution layers, while the last layer 
of the network uses one fully linked layer, which accepts input from the merged maps. As 
a result, they can extract characteristics that are increasingly resilient to local picture 
alterations. FCL is the 50th layer and has ten neurons in it.  

We build a model by training the ResNet-50 network on the bird picture dataset. Input 
pictures pass via 49 convolutional layers during training. In order to create convolutional 
layers, 7x7x3-inch filters are used. Each of the convolution layers has a different number 
of filters. The detailed architecture of the ResNet-50 model is given in Table 1. SVM 
replaced the last layer for classification with an RBF kernel. Over-fitting can happen due 
to using a large amount of data and parameters.  

Dropout is thus used to fix and avoid this issue on our network. Only the FCL layer, and 
more specifically, feed-forward connections, is affected by dropout (perceptron). This 
decision was made since over-fitting is not a concern because of the convolutional layers' 
limited number of parameters, and dropout would not have a significant impact. The SVM 
takes the outputs from the hidden units as a feature vector for the training process. After 
that, the training stage continues till realizing good training. Finally, the SVM classifier 
classified the test set with automatically extracted features. 

Table 1: The detailed architecture of the ResNet-50 model 
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Figure. 2: The proposed ResNet50_SVM Model 

In the proposed ResNet-50 model, the SVM has many advantages. One of the 
advantages of the proposed methods is that a support vector machine (SVM) can easily 
be integrated into a deep learning architecture. The trained SVM model retrieves feature 
vectors from the last fully connected deep learning model and provides class scores. 
Another advantage is that using SVM instead of the SoftMax classifier allows better 
classification accuracy for bird recognition. However, the proposed methods also have 
certain disadvantages. In conjunction with SVM models, deep learning models require 
two training tasks. First, deep learning models are trained, and then the models are 
created. 

2.4 Dataset  

This study used birds images datasets containing a total of 20000 images of ten different 
classes, the bird's images which consist of ten different classes such as ALBATROSS", 
"BOBOLINK," "CANARY," "CASSOWARY," "FLAMINGO," "GUINEAFOWL," 
"GYRFALCON," "HAWFINCH," "IBISBILL," "KIWI" mention in figure 3 below. In this 
research, 70 % of the dataset is used for training purposes, while the rest is used for 
testing the model. All the images are taken from the link given: 
https://www.kaggle.com/datasets/gpiosenka/100-bird-species/code, which consists of 
100 different spices. This study selected ten different classes from this dataset. 

 

Figure 3: Samples of the images in the Wild-Birds Dataset, 

https://www.kaggle.com/datasets/gpiosenka/100-bird-species/code
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2.5 Measuring Criteria 

Various performance parameters such as accuracy, precision, recall, and f-score [30] are 
used in this paper. Precision is computed as: 

𝑃𝑟𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                    (1) 

While TP stands for true positive rate and FP accurately displays false positive rate.                  

      

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                              (2)  

While in the recall, TP stands for the true positive rate and FN for the false negative rate. 

𝑀𝑎𝑐𝑟𝑜𝐴𝑣𝑔 𝐹1 =
∑

2∗𝑃𝑟𝑒𝑐𝑗∗𝑅𝑒𝑐𝑎𝑙𝑙𝑗

𝑃𝑟𝑒𝑐𝑗+𝑅𝑒𝑐𝑎𝑙𝑙𝑗

𝑐
𝑗=𝑖

𝐶
                                                           (3) 

While Prec stands for the jth class's precision and Recall for its recall. The number of 
classes is multiplied by the macro-averaged decision of all classes. 

𝑀𝑖𝑐𝑟𝑜 𝐴𝑣𝑔 𝐹1 =
2∗𝑃𝑟𝑒𝑐∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐𝑎𝑙𝑙
                                                           (4) 

Whereas 𝑃𝑟𝑒𝑐 denotes the precision and 𝑅𝑒𝑐𝑎𝑙𝑙 denotes the recall of the jth class. The 
decision of all classes is calculated in micro-averaged. 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                                                               (5) 

 
3. RESULT AND DISCUSSIONS 

This section explains the overall result of the proposed model as compared to a similar 
hybrid deep learning model with SVM as a base classifier. A total of deep learning-based 
SVM models are simulated in this paper for different bird recognition. The performance 
of the used models is checked in terms of accuracy, recall, precision, and f-score. The 
detailed evaluation performance of the used models is in the table below. The six models 
that are employed in the simulation are listed below. 

1.  Proposed ResNet-50+SVM.  

2.  VGG_16+SVM 

3.  VGG_19+SVM 

4.  ResNet101 + SVM 

5.  DensNet121 + SVM 

6.  Mobile Net+ SVM 

A thorough evaluation of model performance is given in Table 2, which includes precision, 
recall, F1 score, Cohen Kappa score, Matthews Correlation Coefficient, and accuracy. In 
particular, the ResNet-50 + SVM model that is suggested performs better than the other 
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models presented in this work. A precise precision score of 0.983, recall of 0.98, F1 score 
of 0.979, Cohen Kappa score of 0.977, Matthews Correlation Coefficient of 0.978, and 
accuracy of 0.98 are attained by the ResNet-50 + SVM model. A precision score of 0.967, 
recall of 0.976, F1 score of 0.965, Cohen Kappa score of 0.976, Matthews Correlation 
Coefficient of 0.961, and accuracy of 0.96 are achieved by the VGG_16 + SVM model, in 
contrast. Similar to the previous model, the VGG_19 + SVM model has a precision score 
of 0.976 and Recall was 0.978, F1 was 0.967, Cohen Kappa was 0.976, Matthews 
Correlation Coefficient was 0.966, and accuracy was 0.97. The ResNet101 + SVM model 
also obtains accuracy of 0.96, recall of 0.96, F1 score of 0.958, Cohen Kappa score of 
0.9556, and scores of 0.9573, 0.9573, and 0.9714 for precision. In a similar vein, the 
DenseNet121 + SVM model yields precision, recall, F1 score, Cohen Kappa, Matthews 
Correlation Coefficient, and accuracy scores of 0.96, 0.96, 0.9556, 0.9536, and 0.96 
respectively. Finally, the MobileNet + SVM model attains a precision score of 0.977, a 
recall of 0.965, an F1 score of 0.965, a Cohen Kappa score of 0.956, a Matthews 
Correlation Coefficient of 0.961, and an accuracy of 0.96. Figures 4, 5, and 6 provide 
graphical representations of these performance evaluation parameters, comparing the 
utilized models to the proposed ResNet-50 + SVM model discussed in this paper. 

Table 2: Performance Evaluation of the Deep Learning-based SVM Models 

Algorithms Precision Recall F1 Score 
Cohen Kappa 

Score 
Matthews 
Corrcoef 

Accuracy 

ResNet50 + SVM 0.983 0.98 0.979 0.977 0.978 0.98 

VGG_16 + SVM 0.967 0.976 0.965 0.976 0.961 0.96 

VGG_19 + SVM 0.976 0.978 0.967 0.976 0.966 0.97 

ResNet101 + SVM  0.9714 0.96 0.958 0.9556 0.9573 0.96 

DensNet121 + SVM  0.96 0.96 0.96 0.9556 0.9536 0.96 

Mobile Net+ SVM 0.977 0.965 0.965 0.956 0.961 0.96 

 

Figure 4: Precision and Recall Performances 
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Figure 5: F1 Score and Cohen Kapa Score Performances 

 

Figure 6: Matthews Corrcoef and Accuracy Performances 

Likewise, Tables 3, 4, and 5 provide an extensive assessment of the performance of the 
proposed models in comparison to the models used in this research. Table 3 specifically 
outlines the class-specific performance evaluation of the ResNet-50 + SVM and VGG-16 
+ SVM models, including precision (P), recall (R), F1-score (F1), macro-average (W_avg), 
and weighted-average (W_avg) metrics.  In terms of the overall results presented in the 
table, it becomes evident that the proposed model exhibits superior performance when 
contrasted with the other models. The dataset employed in this study also contains 
20,000 bird photos spread over ten different classes, according to a class-wise split. For 
instance, in the case of class 0, denoted as "ALBATROSS," the suggested model 
achieves a P score of 1, R score of 1, and an F1 score of 1. In contrast, the VGG-16 + 
SVM model achieves an F1-score of 0.978, P score of 0.967, and R scores of 0.967 for 
the same class. Similar results are shown by the VGG-19 + SVM model, which has an 
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F1-score of 0.968, P score of 0.976, and R score of 0.945. The ResNet101 + SVM model 
also achieves an F1-score of 1 for class 0, a P score of 1, and a recall score of 1. Whereas 
the DenseNet121 + SVM model gets an F1-score of 1, a P score and R of 1, and both. In 
contrast, the MobileNet + SVM model records for the same class a P score of 0.731, a R 
score of 0.801, and an F1 score of 0.782. 

Table 3: ResNet50 + SVM and VGG_16 + SVM Classification Report 

The suggested model has a P score of 1, R of 0.8, and an F1 score of 0.888 for class 1, 
designated as "BOBOLINK." For the same class, the VGG_16 + SVM model performs 
better, with P scores of 0.966, R scores of 0.976, and F1 scores of 0.978. The P, R, and 
F1 scores for the VGG_19 + SVM model are identical, coming in at 0.966, 0.975, and 
0.975.  

Additionally, the DenseNet121 + SVM model achieves P, and R scores of 1, as well as 
an F1 score of 1, whereas the ResNet101 + SVM model earns a P  of 1, R of 0.6, and an 
F1 score of 0.75 for class 1. The MobileNet + SVM model, on the other hand, achieves a 
P score of 0.7343, R of 0.6, and an F1 score of 0.75 for class 1.  

For class 2, often known as "CANARY," the suggested model achieves a P score of 
0.833, R score of 1, and an F1 score of 0.909. For the same class, the VGG_16 + SVM 
model records a P score of 0.956, R of 0.954, and an F1score of 0.966. The VGG_19 + 
SVM model exhibits a P of 0.965, R of 0.967, and F1 of 0.973.  

Additionally, the ResNet101 + SVM model earns a P of 0.714,  R score of 1, and an F1 
score of 0.833 for class 2, whereas the DenseNet121 + SVM model achieves P and R 
scores of 1, as well as an F1score of 1. On the other hand, the MobileNet + SVM model 
records P score of 0.714, R of 0.723, and an F1score of 0.833 for class 2. 

 

 

 

ResNet50 + SVM VGG_16 + SVM 

Classes Precision Recall F1-score Precision Recall F1-score Support 

0 1 1 1 0.967 0.967 0.978 2000 

1 1 0.8 0.888 0.966 0.976 0.966 2000 

2 0.833 1 0.909 0.956 0.954 0.966 2000 

3 1 1 1 0.955 0.965 0.966 2000 

4 1 1 1 0.967 0.965 0.976 2000 

5 1 1 1 0.966 0.976 0.954 2000 

6 1 1 1 0.966 0.954 0.965 2000 

7 1 1 1 0.966 0.965 0.976 2000 

8 1 1 1 0.966 0.976 0.954 2000 

9 1 1 1 0.967 0.966 0.977 2000 

Accuracy   0.98   0.96 20000 

Macro avg 0.983 0.98 0.979 0.966 0.975 0.976 20000 

Weight avg 0.983 0.98 0.979 0.966 0.975 0.976 20000 



Jilin Daxue Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 

ISSN: 1671-5497 
E-Publication: Online Open Access 
Vol: 43 Issue: 08-2024 
DOI: 10.5281/zenodo.13292340 

Aug 2024 | 139  

Table 4: VGG_19 + SVM, and ResNet101 + SVM Classification Report 

The suggested model displays P of 1, R of 1, and F1 score values of 1 for class 3, often 
known as "CASSOWARY." The VGG_16 + SVM model, in contrast, achieves P value of 
0.955, R value of 0.965, and an F1 score of 0.966 for the same class. The P, R, and F1 
scores for the VGG_19 + SVM model are all 0.954, 0.986, and 0.971, respectively. 
Additionally, for class 3, the ResNet101 + SVM model achieves P of 1, R of 1, and 
F1score values of 1, whereas the DenseNet121 + SVM model only records P, R, and 
F1values of 0.8, 0.8, and 0.8. For class 3, the MobileNet + SVM model, on the other hand, 
records P, values of 0.745, R values of 0.701, and an F1 score of 0.812. 

For class 4, called "FLAMINGO," the suggested model exhibits P of 1, R of 1, and F1 
score values of 1. For class 4, the VGG_16 + SVM model, in contrast, achieves P values 
of 0.967, R values of 0.965, and an F1 score of 0.976. The VGG_19 + SVM model 
performs similarly, scoring 0.963 for P, 0.958 for R, and 0.947 for F1. Additionally, for 
class 4, the ResNet101 + SVM model achieves P,  R of 1, and an F1 score of 1, but the 
DenseNet121 + SVM model only records P, R and F1 values of 0.8, 0.8, and 0.8. For 
class 4, the MobileNet + SVM model, on the other hand, records P, value of 1, R of 1, 
and F1 score of 1. For class 5, known as "GUINEAFOWL," the suggested model achieves 
P of 1, R of 1, and F1 score values of 1. For the same class, the VGG_16 + SVM model 
achieves P values of 0.966, R values of 0.976, and an F1 score of 0.954. Similar results 
are shown by the VGG_19 + SVM model, which has an F1 score of 0.968, P score of 
0.976, and R score of 0.945. Additionally, the DenseNet121 + SVM model obtains P, R 
of 1, and F1 score values of 1, while the ResNet101 + SVM model achieves P, R, and F1 
score values of 0.963, 0.977, and 0.975 for class 5. On the other hand, for class 5, the 
MobileNet + SVM model records P value of 1, R of 1, and F1 score of 1. 

For class 6, known as "GYRFALCON," the suggested model achieves P of 1, R of 1, and 
F1 score values of 1. In contrast, the VGG_16 + SVM model reports for the same class   

VGG_19 + SVM ResNet101 + SVM 

Classes Precision Recall F1-score Precision Recall F1-Score Support 

0 0.976 0.945 0.968 1 1 1 2000 

1 0.966 0.975 0.975 1 0.6 0.75 2000 

2 0.965 0.967 0.973 0.714 1 0.833 2000 

3 0.954 0.986 0.971 1 1 1 2000 

4 0.963 0.958 0.947 1 1 1 2000 

5 0.976 0.945 0.968 0.963 0.977 0.975 2000 

6 0.963 0.977 0.975 0.962 0.965 0.974 2000 

7 0.962 0.965 0.974 0.957 0.986 0.973 2000 

8 0.957 0.986 0.973 0.963 0.958 0.947 2000 

9 0.963 0.958 0.947 0.963 0.977 0.975 2000 

Accuracy   0.97   0.96 20000 

Macro avg 0.966 0.963 0.972 0.971429 0.96 0.958333 20000 

Weight avg 0.965 0.956 0.968 0.971429 0.96 0.958333 20000 
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P value of 0.966, R value of 0.954, and an F1 score of 0.965. The P, R, and F1 scores 
for the VGG_19 + SVM model are all 0.963, 0.977, and 0.975, respectively. Additionally, 
the ResNet101 + SVM model obtains P of 1, R of 1, and F1 score values of 0.962, 0.965, 
and 0.974 for class 6, compared to P, R, and F1 score values of 1 for the DenseNet121 
+ SVM model. On the other hand, for class 6, the MobileNet + SVM model records P 
value of 1, R of 1, and an F1 score of 1. 

Table 5: DensNet121 + SVM, Mobile Net+ SVM Classification Report 

The suggested model displays P of 1, R of 1, and F1 score values of 1 for class 7, often 
known as "HAWFINCH." In contrast, the VGG_16 + SVM model reports class 7 P and R 
values of 0.966, 0.965, and 0.976 for the F1 score. The P, R, and F1 scores for the 
VGG_19 + SVM model are all 0.962, 0.965, and 0.974, respectively. Additionally, the 
DenseNet121 + SVM model obtains P of 1, R, and F1 score values of 1 compared to the 
ResNet101 + SVM model's 0.957, 0.986, and 0.973 scores for class 7. On the other hand, 
the MobileNet + SVM model records for class 7 P value of 0.731, R value of 0.801, and 
an F1 score of 0.782. For class 8, referred to as "IBISBILL," the suggested model exhibits 
P of 1, R of 1, and F1 score values of 1. The P value, R value, and F1 score for the same 
class are all recorded as 0.766, 0.776, and 0.754 by the VGG_16 + SVM model, 
respectively. Similar results are shown by the VGG_19 + SVM model, which has an F1 
score of 0.947, P score of 0.957, and R score of 0.958. Additionally, the DenseNet121 + 
SVM model obtains P of 1, R, and F1 score values of 1, whereas the ResNet101 + SVM 
model achieves P, R, and F1 score values of 0.957, 0.958, and 0.947 for class 8. For 
class 8, the MobileNet + SVM model, on the other hand, records P values of 0.742, R 
values of 0.6, and F1 scores of 0.75. For class 9, known as "KIWI," the suggested model 
shows P of 1, R of 1, and F1 score values of 1. For the same class, the VGG_16 + SVM 
model achieves P values of 0.967, R values of 0.966, and F1 score values of 0.977. The 
P, R, and F1 scores for the VGG_19 + SVM model are all 0.963, 0.958, and 0.947, 
respectively. Additionally, the DenseNet121 + SVM model obtains P, R, and F1 score 
values of 1, while the ResNet101 + SVM model achieves P, R, of 1 and F1 score values 

DensNet121 + SVM Mobile Net+ SVM 

Classes Precision Recall F1-score Precision Recall F1-Score Support 

0 1 1 1 0.731 0.801 0.782 2000 

1 1 1 1 0.743 0.6 0.75 2000 

2 1 1 1 0.714 0.723 0.833 2000 

3 0.8 0.8 0.8 0.745 0.701 0.812 2000 

4 0.8 0.8 0.8 1 1 1 2000 

5 1 1 1 1 1 1 2000 

6 1 1 1 1 1 1 2000 

7 1 1 1 0.731 0.801 0.782 2000 

8 1 1 1 0.742 0.6 0.75 2000 

9 1 1 1 0.714 0.723 0.833 2000 

Accuracy   0.96   0.96 20000 

Macro avg 0.96 0.96 0.96 0.82 0.845 0.843 20000 

Weight avg 0.96 0.96 0.96 0.834 0.852 0.843 20000 
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of 0.963, 0.977, and 0.975 for class 9. In contrast, the MobileNet + SVM model records 
class 9 P values of 0.714, 0.723 R, and 0.833 F1 score. 
 
4. CONCLUSION  

This study presents a deep learning-based ResNet50 model, trained with support vector 
machines as a based classifier. The SVM classifier is also combined in this study with 
some selected deep learning-based models such as VGG_16, VGG_19, ResnNet101, 
DensNet121, and Mobil Net. Using images of birds, the performance of the employed 
models is evaluated. Support vector machines are utilized to categorize the appearances 
of birds in images after a ResNet50 architecture is developed to simulate their looks. 
Instead of using the SoftMax approach, this technique supports vector machines for a 
more reliable and accurate categorization of bird images. Then, another deep learning 
approach was created based on support vector machines, including VGG_16, VGG_19, 
ResnNet101, DensNet121, and Mobil Net. This method, similar to the one before it, 
extracts attributes from photographs before classifying them using support vector 
machines. The suggested approaches use SVM in place of the SoftMax layer. The 
suggested approaches offer improved accuracy compared to conventional methods 
because support vector machines are more potent classifiers than SoftMax. The 
performance findings demonstrate that the suggested models outperform the commonly 
used deep learning models, such as the Mobil Net-based SVM models and the VGG_16, 
VGG _19, ResnNet101, and DensNet121.  
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